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Abstract
This paper gives large sample theory for some ridge-type multiple linear regression estimators, including Liu-type regression estimators, when the number of predictors is fixed.
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1 INTRODUCTION

This section reviews the multiple linear regression model, some ridge-type regression estimators, and the large sample theory for the ordinary least squares estimator. Suppose that the response variable \( Y_i \) and at least one predictor variable \( x_{i,j} \) are quantitative with \( x_{i,1} \equiv 1 \). Let \( x_i^T = (x_{i,1}, \ldots, x_{i,p}) \) and \( \beta = (\beta_1, \ldots, \beta_p)^T \) where \( \beta_1 \) corresponds to the intercept. Then the multiple linear regression (MLR) model is

\[
Y_i = \beta_1 + x_{i,2}\beta_2 + \cdots + x_{i,p}\beta_p + e_i = x_i^T \beta + e_i
\]

for \( i = 1, \ldots, n \). Here \( n \) is the sample size, and assume that the random variables \( e_i \) are independent and identically distributed (iid) with mean \( E(e_i) = 0 \) and variance \( V(e_i) = \sigma^2 \). In matrix notation, these \( n \) equations become

\[
Y = X\beta + e
\]

where \( Y \) is an \( n \times 1 \) vector of response variables, \( X \) is an \( n \times p \) matrix of predictors, \( \beta \) is a \( p \times 1 \) vector of unknown coefficients, and \( e \) is an \( n \times 1 \) vector of unknown errors. The \( i \)th fitted value \( \hat{Y}_i = x_i^T \hat{\beta} \) and the \( i \)th residual \( r_i = Y_i - \hat{Y}_i \) where \( \hat{\beta} \) is any \( p \times 1 \) estimator of \( \beta \). Ordinary least squares (OLS) is often used for inference if \( n/p \) is large. Let \( I = I_p \) be the \( p \times p \) identity matrix.
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Liu (2003) defined the Liu-type estimator

$$\hat{\beta}_{k,d} = (X^TX + kI)^{-1}(X^TY - d\hat{\beta}) = \hat{\beta}_{R,k} - \frac{d}{n}(X^TX + kI)^{-1}\hat{\beta}$$  \ (3)

where $k = k_n \geq 0$, $d = d_n$ is a real number, and the Hoerl and Kennard (1970) ridge regression estimator $\hat{\beta}_{R,k}$ corresponds to $d = 0$. The Liu (1993) estimator

$$\hat{\beta}_c = (X^TX + I)^{-1}(X^TY + c\hat{\beta})$$

is another special case with $k = 1$ and $d = -c$ where $0 < c < 1$.

Kurnaz and Akay (2015) showed that several ridge-type regression estimators in the literature can be written as $\hat{\beta}_f = (X^TX + kI)^{-1}(X^TY + f(k)\hat{\beta})$ where $k \geq 0$ and $f(\cdot)$ is a continuous function of $k$, including ridge-type estimators given by Özkale and Kaçiranlar (2007), Sakallioğlu and Kaçiranlar (2008), and Yang and Chang (2010). Note that $\hat{\beta}_f = \hat{\beta}_{k,d}$ with $d = -f(k)$. Using $a = b$ if $a - b = 0$, if $\hat{\beta} = \hat{\beta}_{R,k}$, then it can be shown that $\hat{\beta}_f = (X^TX + kI)^{-1}(X^TX + [k + f(k)]I)\hat{\beta}_{R,k}$.

Kibria and Lukman (2020) defined the estimator

$$\hat{\beta}_{KL} = (X^TX + kI)^{-1}(X^TX - kI)\hat{\beta}_{OLS}.$$  \ (4)

Since $(X^TX + kI)^{-1}(X^TX - kI) = (X^TX + kI)^{-1}(X^TX + kI - 2kI) = I - 2k(X^TX + kI)^{-1}$,

$$\hat{\beta}_{KL} = [I - 2k(X^TX + kI)^{-1}]\hat{\beta}_{OLS} = \hat{\beta}_{OLS} - 2k(X^TX + kI)^{-1}\hat{\beta}_{OLS}.$$  \ (4)

The OLS estimator $\hat{\beta}_{OLS} = (X^TX)^{-1}X^TY$ has large sample theory given, for example, by Sen and Singer (1993, p. 280). Let the hat matrix $H = X(X^TX)^{-1}X^T$ and let the $i$th leverage $h_i = H_{ii}$ be the $i$th diagonal element of $H$. Consider the multiple linear regression model (1) where the $e_i$ are iid with $E(e_i) = 0$ and $V(e_i) = \sigma^2$. Assume that $\max_i(h_1, \ldots, h_n) \to 0$ in probability as $n \to \infty$ and

$$\frac{X^TX}{n} \to V^{-1}$$

as $n \to \infty$. Then

$$\sqrt{n}(\hat{\beta}_{OLS} - \beta) \xrightarrow{D} N_p(0, \sigma^2 V).$$  \ (5)

Note that $n(X^TX)^{-1} \to V$, and if $k/n \to 0$, then

$$\left(\frac{X^TX + kI}{n}\right)^{-1} = n(X^TX + kI)^{-1} \to V.$$  \ (6)

Knight and Fu (2000) derived the large sample theory for ridge regression and the Tibshirani (1996) lasso estimator with $p$ fixed. The following section derives some large sample theory for the Liu-type estimator $\hat{\beta}_{k,d}$ and for $\hat{\beta}_{KL}$.
2 LARGE SAMPLE THEORY

The large sample theory assumes that $p$ is fixed and that Equation (5) holds for the OLS estimator. Then $\hat{\beta}_{k,d} = (X^TX + kI)^{-1}(X^TY - d\beta) = $

$$(X^TX + kI)^{-1}(X^TX)(X^TX)^{-1}X^TY - d(X^TX + kI)^{-1}\hat{\beta} =$$

$$A_n\hat{\beta}_{OLS} - d(X^TX + kI)^{-1}\hat{\beta}$$

where $A_n = (X^TX + kI)^{-1}(X^TX) = B_n = I - k(X^TX + kI)^{-1}$ since $A_n - B_n = 0$. This identity appears in Gunst and Mason (1980, p. 332) and was used by Pelawa Watagoda and Olive (2021) to simplify ridge regression large sample theory. Thus

$$\hat{\beta}_{k,d} = [I - k(X^TX + kI)^{-1}]\hat{\beta}_{OLS} - d(X^TX + kI)^{-1}\hat{\beta} =$$

$$\hat{\beta}_{k,d} = \hat{\beta}_{OLS} - \frac{k}{n}(X^TX + kI)^{-1}\hat{\beta}_{OLS} - \frac{d}{n}(X^TX + kI)^{-1}\hat{\beta}. \quad (7)$$

**Theorem 1.** Assume Equations 5) and 6) hold, and that $\hat{\beta}$ is a consistent estimator of $\beta$. a) i) If $k/\sqrt{n} \to 0$ and $d/\sqrt{n} \to 0$, then $\hat{\beta}_{k,d}$ is asymptotically equivalent to $\hat{\beta}_{OLS}$ with

$$\sqrt{n}(\hat{\beta}_{k,d} - \beta) \overset{D}{\to} N_p(0, \sigma^2 V).$$

ii) This result also holds if $k/n^{0.75} \to 0$, $d = -k$, and $\hat{\beta} = \hat{\beta}_{R,k}$. b) If $k/\sqrt{n} \to \tau \geq 0$ and $d/\sqrt{n} \to \delta$, then

$$\sqrt{n}(\hat{\beta}_{k,d} - \beta) \overset{D}{\to} N_p(-(\tau + \delta)\beta, \sigma^2 V).$$

c) If $k/n \to 0$ and $d/n \to 0$, then $\hat{\beta}_{k,d}$ is a consistent estimator of $\beta$.

**Proof.** a) i) follows from b). For a) ii), using $B_n$ gives

$$\hat{\beta}_{R,k} = [I - k(X^TX + kI)^{-1}]\hat{\beta}_{OLS} = \hat{\beta}_{OLS} - \frac{k}{n}(X^TX + kI)^{-1}\hat{\beta}_{OLS}.$$ 

By Equation (7), $\sqrt{n}(\hat{\beta}_{k,d} - \beta) =$

$$\sqrt{n}(\hat{\beta}_{OLS} - \beta) - \frac{k}{\sqrt{n}} n(X^TX + kI)^{-1}\hat{\beta}_{OLS} + \frac{k}{\sqrt{n}} n(X^TX + kI)^{-1}\hat{\beta}_{R,k} =$$

$$= \sqrt{n}(\hat{\beta}_{OLS} - \beta) + n(X^TX + kI)^{-1} \left[ \frac{k}{\sqrt{n}} (\hat{\beta}_{R,k} - \hat{\beta}_{OLS}) \right] =$$

$$\sqrt{n}(\hat{\beta}_{OLS} - \beta) + n(X^TX + kI)^{-1} \frac{k}{\sqrt{n}} \left[ -\frac{k}{n}(X^TX + kI)^{-1}\hat{\beta}_{OLS} \right] \overset{D}{\to} N_p(0, \sigma^2 V) - 0VV\beta \sim N_p(0, \sigma^2 V)$$

if $k^2/n^{3/2} \to 0$ or if $k/n^{3/4} \to 0$. 

3
b) By Equation (7),
\[
\sqrt{n}(\hat{\beta}_{k,d} - \beta) = \sqrt{n}(\hat{\beta}_{OLS} - \beta) - \frac{k}{\sqrt{n}} n(X^T X + kI)^{-1}\hat{\beta}_{OLS} - \frac{d}{\sqrt{n}} n(X^T X + kI)^{-1}\beta
\]
\[
\overset{D}{\rightarrow} N_p(0, \sigma^2 V) - \tau V \beta - \delta V \beta \sim N_p(- (\tau + \delta) V \beta, \sigma^2 V).
\]

c) By Equation (7), \( \hat{\beta}_{k,d} \overset{P}{\rightarrow} \beta - 0V \beta - 0V \beta = \beta. \)

Theorem 2. Assume Equations 5) and 6) hold. a) If \( k/\sqrt{n} \rightarrow 0 \), then \( \hat{\beta}_{KL} \) is asymptotically equivalent to \( \hat{\beta}_{OLS} \) with
\[
\sqrt{n}(\hat{\beta}_{KL} - \beta) \overset{D}{\rightarrow} N_p(0, \sigma^2 V).
\]

b) If \( k/\sqrt{n} \rightarrow \tau \geq 0 \), then
\[
\sqrt{n}(\hat{\beta}_{KL} - \beta) \overset{D}{\rightarrow} N_p(-2\tau V \beta, \sigma^2 V).
\]

c) If \( k/n \rightarrow 0 \), then \( \hat{\beta}_{KL} \) is a consistent estimator of \( \beta. \)

Proof. a) follows from b).

b) By Equation (4),
\[
\sqrt{n}(\hat{\beta}_{KL} - \beta) = \sqrt{n}(\hat{\beta}_{OLS} - \beta) - \frac{2k}{\sqrt{n}} n(X^T X + kI)^{-1}\hat{\beta}_{OLS}
\]
\[
\overset{D}{\rightarrow} N_p(0, \sigma^2 V) - 2\tau V \beta \sim N_p(-2\tau V \beta, \sigma^2 V).
\]

Example. The pollution data of McDonald and Schwing (1973) can be obtained from STATLIB or (http://parker.ad.siu.edu/Olive/lregbk.htm). The response \( Y = mort \) is the mortality rate and most of the predictors were related to pollution. The full model used \( n = 60 \) cases and \( p = 16 \) predictors including a constant. The response and residual plots were good. Notice that \( n = 60 < 5p \). Table 1 gives \( \hat{\beta}_{OLS} \) along with the standard errors for the \( \hat{\beta}_i \). Backwards elimination with the \( C_p \) criterion with OLS used six predictors: a constant, EDUC, JANT, log(NONW), log(NOX), and PREC. Also shown are the Liu (2003) estimator using ridge regression with \( k = 2 = -d \), ridge regression with \( k = 2 \), the Kibria and Lukman (2020) estimator with \( k = 2 \), and the Liu (1993) estimator using OLS and \( c = 0.5 \). The predictors are highly correlated with \( n = 60 \) small. Hence even with \( k = [n^{1/4}] = 2 \), the estimated coefficients differ considerably. The ridge regression and two Liu estimates do look somewhat similar. The fitted values from these three estimators and the OLS full model were highly correlated.
Table 1: Estimators for Pollution Data

<table>
<thead>
<tr>
<th></th>
<th>OLS</th>
<th>OLS SE</th>
<th>Liu, ( k = -d )</th>
<th>RR, ( k = 2 )</th>
<th>KL, ( k = 2 )</th>
<th>Liu, ( c = 0.5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>1881.11</td>
<td>442.6280</td>
<td>16.7700</td>
<td>8.8414</td>
<td>−1863.430</td>
<td>948.6509</td>
</tr>
<tr>
<td>DENS</td>
<td>0.0030</td>
<td>0.0040</td>
<td>0.0041</td>
<td>0.0039</td>
<td>0.0048</td>
<td>0.0035</td>
</tr>
<tr>
<td>EDUC</td>
<td>−19.6669</td>
<td>10.7005</td>
<td>−2.3136</td>
<td>−1.4804</td>
<td>16.7060</td>
<td>−10.8567</td>
</tr>
<tr>
<td>log[HC]</td>
<td>−31.0112</td>
<td>15.5615</td>
<td>−5.4309</td>
<td>−0.1439</td>
<td>30.7235</td>
<td>−17.4127</td>
</tr>
<tr>
<td>HOUS</td>
<td>−0.4011</td>
<td>1.6437</td>
<td>2.3359</td>
<td>5.6747</td>
<td>0.9886</td>
<td></td>
</tr>
<tr>
<td>HUMID</td>
<td>−0.4454</td>
<td>1.0676</td>
<td>1.8651</td>
<td>4.7775</td>
<td>0.7464</td>
<td></td>
</tr>
<tr>
<td>JANT</td>
<td>−3.5852</td>
<td>1.0536</td>
<td>−3.0178</td>
<td>−3.2059</td>
<td>−2.8266</td>
<td>−3.3087</td>
</tr>
<tr>
<td>JULT</td>
<td>−3.8429</td>
<td>2.1208</td>
<td>3.1104</td>
<td>11.5054</td>
<td>−0.2799</td>
<td></td>
</tr>
<tr>
<td>log[NOX]</td>
<td>57.3041</td>
<td>15.4764</td>
<td>30.1645</td>
<td>24.3417</td>
<td>8.6207</td>
<td>42.7146</td>
</tr>
<tr>
<td>OVR65</td>
<td>−15.9444</td>
<td>8.0816</td>
<td>4.5711</td>
<td>20.8098</td>
<td>−6.0297</td>
<td></td>
</tr>
<tr>
<td>POOR</td>
<td>3.41434</td>
<td>2.7475</td>
<td>5.5791</td>
<td>8.9919</td>
<td>4.5624</td>
<td></td>
</tr>
<tr>
<td>POPN</td>
<td>−131.8230</td>
<td>69.1908</td>
<td>50.5519</td>
<td>190.0642</td>
<td>−42.9320</td>
<td></td>
</tr>
<tr>
<td>PREC</td>
<td>3.6714</td>
<td>0.7781</td>
<td>2.5125</td>
<td>1.5108</td>
<td>3.1020</td>
<td></td>
</tr>
<tr>
<td>log[SO]</td>
<td>−10.2973</td>
<td>7.3820</td>
<td>0.2036</td>
<td>2.4339</td>
<td>3.2031</td>
<td>4.6422</td>
</tr>
<tr>
<td>WWDRK</td>
<td>0.8825</td>
<td>1.5095</td>
<td>0.3979</td>
<td>0.1416</td>
<td>−0.5992</td>
<td>0.6065</td>
</tr>
</tbody>
</table>

3 CONCLUSIONS

Theorems 1 and 2 gave some large sample theory for many ridge-type estimators. Taking \( d = -k \) is interesting in Theorem 1. Several of the ridge-type estimators can be computed if \( k > 0 \) even if \( X^T X \) is singular, and such estimators can be useful if \( p > n \). Li and Yang (2012) gave a Liu-type estimator that replaced \( \hat{\beta} \) by a vector \( \hat{\beta} \) that represents prior information.

Define \( \hat{\beta} = (X^T X + k I_p)^{-1}(X^T Y + k \hat{\beta}_{R,k}) \) to be the estimator from Theorem 1 a) ii). Efron and Hastie (2016, pp. 381-382, 392) show that \( \hat{\beta}_{R,k} = X^T (XX^T + k I_n)^{-1} Y \). Hence \( \hat{\beta} = (X^T X + k I_p)^{-1} X^T Y = \hat{\beta}_{R,k}(Z) \) where \( \hat{\beta}_{R,k}(Z) \) is the ridge regression estimator from regressing \( Z \) on \( X \), and \( Z = Y + k(XX^T + k I_n)^{-1} Y \). Hence \( \hat{\beta} = X^T (XX^T + k I_n)^{-1} Z \), which can be quick to compute if \( n \) is much smaller than \( p \).

The example used the function \texttt{ridgetype} from the collection of functions \texttt{slpack.txt}. See (http://parker.ad.siu.edu/Olive/slpack.txt).
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