Some Math 580 Statistical Inference qualifying exam problems, often with solutions.
Most solutions are from David Olive, but a few solutions were contributed by Bhaskar
Bhattacharya, Abdel Mugdadi, and Yaser Samadi.

2.68+. (Aug. 2000 Qual): The number of defects per yard, Y of a certain fabric is
known to have a Poisson distribution with parameter \. However, A is a random variable
with pdf

fN) =e (A >0).

a) Find E(Y).
b) Find Var(Y).

Solution. Note that the pdf for A is the EXP(1) pdf, so A ~ EXP(1).
a) E(Y)=FE[E(Y|\)] =E\) =1
b) VY)=EVY N+ VIEYIN]=EN+V(\)=1+1>=2.

4.27. (Jan. 2003 Qual) Let X; and X5 be iid Poisson (A) random variables. Show
that T'= X + 2X5 is not a sufficient statistic for X\. (Hint: the Factorization Theorem
uses the word iff. Alternatively, find a minimal sufficient statistic S and show that S is
not a function of 7T'.)

See 4.38 solution.

4.28. (Aug. 2002 Qual): Suppose that X, ..., X,, are iid N(o, ) where ¢ > 0.

a) Find a minimal sufficient statistic for o.

b) Show that (X, S?) is a sufficient statistic but is not a complete sufficient statistic
for o.

4.31. (Aug. 2004 Qual): Let Xi,..., X,, be iid beta(0, ). (Hence § = v = 0.)
a) Find a minimal sufficient statistic for 6.
b) Is the statistic found in a) complete? (prove or disprove)

Solution.

I'(26)

o T(20
NORG )

_ _(20) exp[(f — 1)(log(z) + log(1 — x))],

(1= ()T (0)

fx) =

for 0 < x < 1, a 1 parameter exponential family. Hence > 7 (log(X;) + log(1 — X;)) is
a complete minimal sufficient statistic.

4.32. (Sept. 2005 Qual): Let Xi, ..., X,, be independent identically distributed ran-
dom variables with probability mass function

1
flr)=P(X =2) =
(@) = P(X =) =~
where v > 1 and = = 1,2, 3, .... Here the zeta function
=1
((v)=) —
r=1 X

for v > 1.



a) Find a minimal sufficient statistic for v.
b) Is the statistic found in a) complete? (prove or disprove)

c) Give an example of a sufficient statistic that is strictly not minimal.

Solution. a) and b)
1
fz) = 1{1,2,...}(93)@ exp|—v log(z)]

is a 1 parameter regular exponential family with Q = (—oo, —1). Hence > log(X;) is
a complete minimal sufficient statistic.

c¢) By the Factorization Theorem, W = (X, ..., X,,) is sufficient, but W is not mini-
mal since W' is not a function of } 7, log(X;).

4.36. (Aug. 2009 Qual): Let Xi,..., X,, be iid uniform(f, 6 + 1) random variables
where 0 is real.
a) Find a minimal sufficient statistic for 6.

b) Show whether the minimal sufficient statistic is complete or not.

Solution. Now
fx(xz)=I0<z<0+1)

and
f(x) B 1(0 < Ty STy <0+ 1)
fly) 10 <yq) <ym <0+1)

which is constant for all real 0 iff (z(1), 2(m)) = (Y1); Ym))- Hence T = (X, X)) is a
minimal sufficient statistic by the LSM theorem. To show that T is not complete, first
find E(T). Now

t
Fx(t) =/ de=t—10
0
for 0 <t <60+ 1. Hence
fX(n) (t) = n[Fx(t)]n_lfm(t) — n(t _ Q)n—l
for 0 <t<6+1and
0+1
Ey(Xm) = /th(n) (t)dt = / tn(t — 6)" 'dt.
0

Use u-substitution with u =t — 60, t = u + 6 and dt = du. Hence t = 6 implies u = 0,
and t = 6 + 1 implies u = 1. Thus

1 1 1
Eo( X)) = / n(u+ 0)u"'du = / nu"du + / nfu"'du =
0 0 0

1

n nb n

— +— =0+ .
g n+l n n+1
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Now
Fxo () = nll = Fx(O)]" 7 fo(t) = n(1 =t +6)""

for # <t <60+ 1 and thus
+1
Eo(X1)) :/ tn(l —t+0)" 'dt.
0

Use u-substitution with u = (1 —t+#6) and t =1 —u+ 0 and du = —dt. Hence t =6
implies u = 1, and t = 0 + 1 implies u = 0. Thus

0 1 1
Ey(Xqy) = —/1 n(1 —u+ O)u"du =n(1 + 9)/0 u" " tdu — n/o udu =

un 1 n+1 |1 n n 1
1+60)—| — =0+1)— — =40 )
n(+)n0 nn+10 (+)n n+1 +n—|—1
To show that T is not complete try showing Ey(aX(1) + bX(,) + ¢) = 0 for some
constants a,b and c. Note that a = —1,b=1and ¢ = —Z—ﬁ works. Hence
Eo(=X o) + Xom — =2y — 0
(=X + Xy =227 =
for all real 6 but
Pog(T) = 0) = Py~ X + Xom — 2 —0) =0 < 1
09 =) =1y (1) (n) nr1 =

for all real 6. Hence T is not complete.

4.37. (Sept. 2010 Qual): Let Y7, ..., Y, be iid from a distribution with pdf

fly)=27ye™” 1—e¥)!

for y > 0 and f(y) = 0 for y < 0 where 7 > 0.
a) Find a minimal sufficient statistic for 7.
b) Is the statistic found in a) complete? Prove or disprove.
Solution. Note that

fly)=1(y>0) 2y e 7 exp[(1 —7)(—log(1 —e™¥))]

is a 1 parameter exponential family with minimal and complete sufficient statistic
— 37 log(1 — 7).

4.38. (Aug. 2016 qual) a) Let Xj,..., X, be independent identically distributed
gamma(q, 3), and, independently, Y7, ..., ¥;, independent identically distributed gamma(c, k3)
where £ is known, and a, 3 > 0 are parameters. Find a two dimensional sufficient statistic
for (o, 3).

b) Let X, X3 be independent identically distributed Poisson(f). Show
T = X; + 2X, is not sufficient for 6.



Solution: a) f(x,y) =

(r(o})ﬁa)n(}jxi Hexp[- Zf’“‘l/ﬁ(( ) H% exp[—gyj/(kﬂ)]

- (ra) (rwr) [(H‘”)(ﬁ y")] e [‘ <Z?:1 e W)] '

By Factorization,

m

<(HXZ)( YJ)aZXz-I-ZYJ/k) or
<Zlog +Zlog ),ZXZ-JrZYj/l{:)

is sufficient.

b) The minimal sufficient statistic X; + X5 is not a function of 7', thus T is not
sufficient. Alternatively, the Factorization Theorem says 7' is sufficient iff f(x|f) =
g(T'(x)|0)h(x) where h(x) does not depend on # and g depends on @ only through 7'(x).
No such factorization exists.

4.39. (Feb. 2023 qual): Let W4, ..., W, be iid from a Weibull(¢, \) distribution where
if W ~ Weibull(¢, A), then the pdf of W is

- Su

where A\, w, and ¢ are all positive. So f(w) = 0 for w < 0.
a) If ¢ is known, find a complete sufficient statistic for A.
b) If both ¢ and A are unknown, find a minimal sufficient statistic.

Solution. a) If ¢ is known, then

f(w) = w1 (w >0) ? exp {_le‘z’}

is a one parameter regular exponential family in A. Hence T(W) = >"" | Wf is complete.
n n -1 _,9®
b) [Ty f(yi) =TTy %y? e /Al(yi >0) =

(?) [To/ " exp <_71 Z@ﬁ’) [T > o).
=1 =1 =1

Since ¢ is unknown, by the Factorization theorem, a permutation of the data is the
lowest dimensional sufficient statistic, including the order statistics. Let Z, = z, be
an arbitrary permuatation of the data Y, = y,. Let t;(z,) be a one to one and onto
function so that t7'(t1(zn)) = 2zn. Let to(2n) = (Y@), - Ym)) be the observed order
statistics and t,(Z,) = (Y1), ..., Y(n)) be the order statistics. Then any observed sufficient
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statistic has the form (R, (y,,),t1(z,)) where the possible vector valued statistic R, (y,,)
is redundant and so not needed. Here R,(y,) comes from [[;_,y;. Then the order
statistics to(z,) = t(Ra(y,,), t1(2n)) = to(t; ' (t1(z,)) are a function of any of the sufficient
statistics. Hence the order statistics are minimal sufficient.

(Using LSM is much harder for this distribution.

flx]o,A) _

P Rey@ N =50 -

*ﬁ

Il I(xi > 0) ], «f -1 1 — " B
I I<y1>o>nuy - Xp<X(Z‘”f_;yf)>_

7'L—1I x; >0 " X(; n

sﬁ

Y(i)
Vo >0,A>0iff D7, z(é.) > y(i) = (0 as \ varies and

n ¢—1

11 (&)

i=1 \Y@)
is a constant as ¢ varies. When ¢ is unknown, > . | z(é.) is not a statistic, but if the
order statistics are equal, then Rg 4(#, A) is constant. Now suppose the order statistics
are not equal. If n = 1, then Rg y(¢,\) will not be constant. Hence assume that for
n =k, Rgy(¢, ) is constant iff the order statistics are equal. Now let n = &k + 1. Let
x), and y;, correspond to the first k order statistics. Then z}_; = x(,) and y,. .1 = Ym).

Since ), and yj. are in the support (each entry is positive), by the induction hypothesis,
T(1) = Y(1) - T(ky = Y(k) OF Repr g7 18 not constant. For Rg gy to be constant, need

k o1 $—1
as ¢ varies and b = Zle z(é.) — Zle yz) + :B?n) — yfn) = 0. Thus

o T (&)
Y(n) L (i)

=1

for a = 1. For b = 0, need

k k
;CEE@)_;?’Z)*

as ¢ varies, which is impossible unless d = 0 or d = 1. The case d = 1 requires
'.C: z? — '?: y?. = —1 for all ¢ which is impossible. Then by the induction hypothesis,
i=1 " (1) i=1 J(2)

k k
;5’3(@)‘;%:0

>

k ¢k k

=1




for b =0. Thus ;) =y for i = 1,...,n = k+ 1. Hence by induction the order statistics
need to be equal for Rg 4 to be constant. Thus the order statistics are minimal sufficient
by LSM.)

4.40. (Aug. 2024 Qual): Suppose Xj, ..., X, is a random sample from a population
with pdf

6_(m_9)

(1t e @)

where x,60 € R. Find a minimal sufficient statistic for 6.

f(x]0) =

Solution:
fl) e X@0 [Il4e 02 T+ e~ W =02 ¢~ L ignd
f(y) - H[l + 6_(“_9)]2 e~ 2 (vi—0) o H[l + 6—(m(i)—9)]2 e— > vienf

=ad=cforall §iff a =
g Ttetod| —°
for all 6 iff the order statistics are equal. So the order statistics Xy, ..., X(,) are minimal
sufficient by LSM.
5.2. (1989 Univ. of Minn. and Aug. 2000 SIU Qual): Let (X,Y’) have the bivariate

density
1 —1

flz,y) = %exp(T

Suppose that there are n independent pairs of observations (X;, Y;) from the above density
and that p is known. Assume that 0 < # < 27. Find a candidate for the maximum
likelihood estimator @ by differentiating the log likelihood log(L(8)). (Do not show that
the candidate is the MLE;, it is difficult to tell whether the candidate, 0 or 27 is the MLE
without the actual data.)

[(x — pcosB)® + (y — psin6)?)).

Solution. The likelihood function L(#) =

(271r)" exp(%l[Z( — pcosf)? —I—Z — psinf)?]) =

1
(27)"

—1 2 2 .2 2 : 2 .2
exp(T[Zzi — 2,00089217@- + p“cos” 6 + Zyl — 2,081n92yi + p”sin® 6])
1 —1
— @y exp(T[Z T+ ny + p?]) exp(pcos 6 Z:EZ + psind Zyl)
Hence the log likelihood log L(6)

= c+pcos€2zi+psin92yi.

The derivative with respect to 6 is

—psin@in+pcos92yi.
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Setting this derivative to zero gives

pZyicose :pZa:isinQ

Zyi
pRE

or
= tan 6.

Thus
Z Yi

>
Now the boundary points are § = 0 and § = 27. Hence OriLe equals 0, 27, or 6 depending
on which value maximizes the likelihood.

0 = tan~'(

).

5.23. (Jan. 2001 Qual): Let X7, ..., X,, be a random sample from a normal distribu-
tion with known mean g and unknown variance 7.

a) Find the maximum likelihood estimator of the variance .

b) Find the maximum likelihood estimator of the standard deviation /7. Explain
how the MLE was obtained.

Solution. a) The log likelihood is log L(1) = —Zlog(2n7) — 5= > i, (X; — p)?. The
derivative of the log likelihood is equal to —2= 4 515 7" | (X; — p)?. Setting the derivative
equal to 0 and solving for 7 gives the MLE 7 = W Now the likelihood is only

defined for 7 > 0. As 7 goes to 0 or oo, log L(7) tends to —oo. Since there is only one
critical point, 7 is the MLE.

b) By the invariance principle, the MLE is W
5.28. (Aug. 2002 Qual): Let Xj,..., X,, be independent identically distributed ran-
dom variables from a half normal HN(yu, 0?) distribution with pdf
2 —(z —p)?
fl) = ———exp (IS

V2T O

where o > 0 and x > p and p is real. Assume that p is known.
a) Find the maximum likelihood estimator of 2.

)

b) What is the maximum likelihood estimator of o7 Explain.

Solution. This problem is nearly the same as finding the MLE of 02 when the data
are iid N(u, %) when p is known. See Problem 5.23 and Section 10.23. The MLE in a)
is Y i (X; — u)?/n. For b) use the invariance principle and take the square root of the
answer in a).

5.29. (Jan. 2003 Qual): Let Xi, ..., X,, be independent identically distributed random
variables from a lognormal (u, 0?) distribution with pdf

f(x) = ! exp (—(logg:;)z— i

vV 2mo?

)



where ¢ > 0 and = > 0 and p is real. Assume that o is known.
a) Find the maximum likelihood estimator of p.

b) What is the maximum likelihood estimator of p?? Explain.

Solution. a)

e 2 10§(Xi)

To see this note that

So

log(L(p)) = log(c) —

and the derivative of the log likelihood wrt p is

>_ 2(log(:) — p).

202

Setting this quantity equal to 0 gives nu = > log(x;) and the solution /i is unique. The
second derivative is —n/o? < 0, so j is indeed the global maximum.

b)

n

(Zlog(Xi))3

by invariance.

5.30. (Aug. 2004 Qual): Let X be a single observation from a normal distribution
with mean 0 and with variance 62, where 6 > 0. Find the maximum likelihood estimator
of 62.

Solution.
L(Q) 1 —(x—0)2/202

= 9\/%6
In(L(A)) = —In(0) — In(vV2r) — (z — )% /26

din(L@®) -1 z—-6 (z—0)
R R E
12 xr 1set
e e g Y

by solving for 6,

and



But, 8 > 0. Thus,éz%*(—1+\/5),when:£>0, andéz%*(—l—\/g)ywhenz<0.
To check with the second derivative

PIn(L(0) 26+ N 3(0% + Ox — 2?)
df? N 63 64
0% + 20x — 3x2

but the sign of the §* is always positive, thus the sign of the second derivative depends
on the sign of the numerator. Substitute # in the numerator and simplify, you get
Z(-5% v/5), which is always negative. Hence by the invariance principle, the MLE of

0? is 62.

5.31. (Sept. 2005 Qual): Let X, ..., X, be independent identically distributed ran-
dom variables with probability density function

o1/
f(z) = 5 eXP {—(1 + %) log(a:)] Ix>0o

—

where x > o0, 0 > 0, and A > 0. The indicator function [z > aj 1if x > o and
0, otherwise. Find the maximum likelihood estimator (MLE) (&, ) of (o, A) with the
following steps.

a) Explain why ¢ = X(;) = min(X;, ..., X,,) is the MLE of o regardless of the value
of A > 0.

b) Find the MLE X of X if o = & (that is, act as if 0 = & is known).

Solution. a) For any A > 0, the likelihood function

1
L(o,\) = 0" I[z) > o] W P~

is maximized by making o as large as possible. Hence 6 = X(1).

b)
L(6,\) = 6" Iz > 6] 1 exp |— l) ilog(:cZ
’ - N =
Hence log L(5,\) =
| 1 1
Xog()—nog Zog:z:Z

Thus

d -n L on 1 set
i\ log L(6,\) = —- log(6) — Ttz Zlog(zi) <0,

or —nlog(d) + > i, log(x;) = nA. So

N n 1 i 7.L_ l i 5
A= —log(4) + Zl=ln°g(f” ) _ 2 f(af /o)




Now
d? 2n

e log L(G,\) = ’el log(a) + = - = Zlog x;)

A=)

)\— — —Zlog x;/6) =

Hence (6, ) is the MLE of (o, \).

5.32. (Aug. 2003 Qual): Let Xj,..., X,, be independent identically distributed ran-

dom variables with pdf
Fla) = Joxp | ~(1-+ ) log(a)

where A > 0 and =z > 1.
a) Find the maximum likelihood estimator of A.

b) What is the maximum likelihood estimator of A* ? Explain.

Solution. a) the likelihood

L) = 5 exp |~ [ 1+3) Zlog(zi)] ,

and the log likelihood

log(L(\)) = —nlog(A Zlog x;).
Hence d
il _ "L =N D Zo,
) log(L(\)) © Z og(x;)
or Y log(z;) =nA or
A >_ log(X;)
Notice that 2 25 log()
n og(x;
= loe(L — -
OB = 55 - T
n o 20\ —n

~ — = — <
A2 A2
Hence A is the MLE of \.
b) By invariance, A® is the MLE of A8,

5.33. (Jan. 2004 Qual): Let Xq, ..., X,, be independent identically distributed random
variables with probability mass function

() = e~ expllog(26)],
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for . =0,1,..., where 6 > 0. Assume that at least one X; > 0.
a) Find the maximum likelihood estimator of 6.
b) What is the maximum likelihood estimator of (6)* ? Explain.
Solution. a) The likelihood

L(0) = ¢ e expllog(26) Z i,

and the log likelihood

log(L(6)) = d — n26 + log(20) > " ;.

Hence

or Y x; = 2n#, or

Notice that

unless > x; = 0.
b) (6)* = (X/2)* by invariance.

5.34. (Jan. 2006 Qual): Let Xi,..., X, be iid with one of two probability density
functions. If § = 0, then

1, 0<z<1
f(wlf) = { 0, otherwise.
If 0 =1, then
L 0<z<1
— ¢ 2V T ==
f(x16) { 0, otherwise.

Find the maximum likelihood estimator of 8.

Solution. L(0|z) = 1 for 0 < x; < 1, and L(1]z) = [[1L, 5= for 0 < z; < 1. Thus

2./5
the MLE is 0 if 1 > [, 5= and the MLE is 1if 1 < [T}, 5=

Warning: Variants of the following question often appear on qualifying exams.

5.35. (Aug. 2006 Qual): Let Yi,...,Y, denote a random sample from a N(a#f,0)
population.
a) Find the MLE of § when a = 1.

b) Find the MLE of # when «a is known but arbitrary.
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Solution. a) Notice that # > 0 and

Hence the likelihood

and the log likelihood

1 2
lo8(L(#) =d — Tlog(6) — o2 (i~ 6)
n 1= (2 20 62
d'“?%W)_iggﬁﬁ_ o
o n 12?:1 yzz - ' l
=d — 5 log(8) — 5= 9 + ;:1 Yi né.
Thus

d —nl 1 51 1
d_elog(L(e)) 992 il 2
or

—-n n 1 —
— 0 — —f+ = 2 -0
5 > +2;yz :
or

nd*> + nh — ny:@. (1)
i=1

Now the quadratic formula states that for a # 0, the quadratic equation ay?+by+c =0
has roots

—b+Vb% — 4dac
2a ’

Applying the quadratic formula to (1) gives

o —n+ \/n2 +4An > y?
- 5 )

Since # > 0, a candidate for the MLE is

j_nt V2 +4An YR _1+\/1+4%Z?:1Y;'2
B 2n B 2

Since 0 satisfies (1),
ni— 3y = —nd
i=1

12



Note that

293
by (2). Since L(6) is continuous with a unique root on 6 > 0, 6 is the MLE.

5.37. (Aug. 2006 Qual): Let X, ..., X,, be independent identically distributed (iid)
random variables with probability density function

2 e’ ex (7_(696 _ 1)2)
M 21 P 222
where £ > 0 and A > 0.

a) Find the maximum likelihood estimator (MLE) A of A.
b) What is the MLE of A\?*? Explain.

Solution. a) L(A) = ¢35 exp (g5 iy (€7 — 1)%) .

fx) =

22
Thus
1 <, .
log(L(A)) = d = nlog(A) — 535 > (e —1)%
=1
Hence dl (L()\)
0og 2 set
T Wt Z
or nA? = > (e® —1)%, or
G f2ulet — 1)
n
Now P 1og(L(\) 3
og n o
N RSO DICH s
S L5 S JLCN T
A2 M A2

So .\ is the MLE.

5.38. (Jan. 2007 Qual): Let X1, ..., X,, be independent identically distributed random
variables from a distribution with pdf

[

fx) =

where A > 0 where and 0 < z < 1.
a) Find the maximum likelihood estimator (MLE) of A.
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b) Find the MLE of A%
Solution. a) The likelihood

1\ 1 —(log x;)?
1) = [Tt = (1) 5o [ 2],
and the log likelihood

Z(logxi)2
log(L(A)) = d — Z log(z;) —nlog(\) — =
Hence ; - )2
-n ngi set
— log(L — 4 Lo s
oy l0g(L(A) = =+ = 0,
or Y (logz;)* = nA\?, or
| [Sloga?
- )
This solution is unique.
Notice that 2 - -
n og T;
—log(L(N)) = — — = >""/
A2 og(L(A)) \2 X -
n 3\ —2n 0
; - 5\4 = 5\2 < 0.
Hence
5= )2 log Xi)?
n
is the MLE of \.
b)
A2 — >_(log X;)?
n

is the MLE of A\? by invariance.
5.41. (Jan. 2009 Qual): Suppose that X has probability density function

fX(z):m> x>1

where 6 > 0.

a) If U = X2, derive the probability density function fy(u) of U.
b) Find the method of moments estimator of 6.

c¢) Find the method of moments estimator of 6.

5.42. (Jan. 2009 Qual): Suppose that the joint probability distribution function of
Xl, ceey Xk is

__ —[(008 @) + (0 — k)]
f({l?l,ftg, ,[l?k|9) = mexp < 0 )

14



where 0 < 21 < 29 <.-- <z and 0 > 0.
a) Find the maximum likelihood estimator (MLE) for 6.
b) What is the MLE for #*? Explain briefly.
Solution. a) Let t = [(XF, @) + (n — k)ax]. L(A) = f(x]f) and log(L(F)) =
log(f(0)) = .
d — klog(f) — 7

Hence p i ;
2 1oe(L(6)) = —— 4 -
S10g(L(0) = 7 + 2 0
Hence
kO =t
or ;
it
k
This is a unique solution and
& ko2t ko 2k6 k
log(L = — — — = = — = — =
Al el N - T

Hence § = T/k is the MLE where T = (3.5, X;) + (n — k) X].
b) 6% by the invariance principle.

5.43. (Jan. 2010 Qual): Let X7, ..., X,, be iid with pdf

cos(f)

J(x) = 2 cosh(mz/2)

exp(fz)

where z is real and |0] < 7/2.
a) Find the maximum likelihood estimator (MLE) for 6.

b) What is the MLE for tan(f)? Explain briefly.

Solution. a) L(#) = [Colsil(ez)lz;&ifi%ml So log(L(0)) = ¢+ nlog(cos(#)) + 6> z;, and

leg(L(e)) . 1 set
7 _ncos( —sin(6 +Z:EZ—O

or tan(f) = 7, or § = tan*(X).

Since Plog(L(6)
0g _ 2
— gz = hsec 0) <0
for [ < 1/2, 0 is the MLE.
b) The MLE is tan(f) = tan(tan™" (X)) =
(By properties of the arctan function, ¢
tan(d) = X and —7/2 < 0 < 7/2.)

X by the invariance principle.
tan~!(X) iff
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5.44. (Aug. 2009 Qual): Let X7, ..., X, be a random sample from a population with

pdf
1 —
f(l’):—eXp(— - M)>$2M>
g g

where —oo < p < 00, 0 > 0.

a) Find the maximum likelihood estimator of p and o.

b) Evaluate 7(u,0) = P,,[X1 > t| where t > p. Find the maximum likelihood
estimator of 7(u, o).

Solution. a) This is a two parameter exponential distribution. So see Section 10.14
where o0 = A and p = 6.

b)
1 - F(x) = (i, 0) = exp {— (5” _“)] .

By the invariance principle, the MLE of 7(u, o) = 7(

, O

T — X
=exp|— | = .
X — X

5.45. (Sept. 2010 Qual): Let Yj,...,Y,, be independent identically distributed (iid)
random variables from a distribution with probability density function (pdf)

(s ) L[
2o \0\y y2\éo v P 202 \ 6 Y
where y > 0,60 > 0 is known and v > 0.

a) Find the maximum likelihood estimator (MLE) of v.
b) Find the MLE of v2.

Solution. a) Let

)

fly) =

Then the likelihood

and the log likelihood

Hence

or



This solution is unique and

d? no 3> w n  3nd? —2n
G loelLW) =0 = =m0 = m g = e <O
Thus
Wi
D= Zz:l
n

is the MLE of v if o > 0.
b) 7* = 2 Wi by invariance.
n
5.46. (Sept. 2011 Qual): Let Yj,...,Y,, be independent identically distributed (iid)
random variables from a distribution with probability density function (pdf)

1 1

—1
f(y) =¢ y_(¢+l)m X eXP[T log(l + y_¢)]

where y > 0,¢ > 0 is known and A > 0.
a) Find the maximum likelihood estimator (MLE) of A.
b) Find the MLE of \%.

Solution. a) The likelihood

Y

3.

1 1o i
L(\) = Cy €XP [ ;log(l +y; %)

and the log likelihood log(L(\)) = d — nlog(X\) — + >_1 log(1 + y; ?). Hence

d —-n 7-L_ log(l +y_¢) set
—log(L()\)) = — L - =0
Drog(n) = S ¢ =08 ,

or 327 log(1+y; %) = n\ or

S log(1 4 y[‘z’)‘

X pu—
n
This solution is unique and
d? no 232" log(1+4y; %) n o 2n\  —n
Wlog(L()\))— ﬁ— \3 A_j\—;-y— 5\2 <0
Thus . L
5\ _ Zi:l IOg(l_FYi )

n
is the MLE of A if ¢ is known.
b) The MLE is A? by invariance.
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5.47. (Aug. 2012 Qual): Let Yi,...,Y, be independent identically distributed (iid)
random variables from an inverse half normal distribution with probability density func-

tion (pdf)
2 1 —1
1= 5 o (572)
where y > 0 and o > 0.

a) Find the maximum likelihood estimator (MLE) of o2
b) Find the MLE of o.
Solution. a) The likelihood

L(o?) = ¢ (O} )nexp [2_—2

N[\)|H
I

and the log likelihood

log(L(0%)) = d — & log(o) — -

i—1 Y
Hence
d -n 1 1
—log(L(0?)) = — =0
a(@® BT = o0y e 2 =0
or 3L, o5 =no’ or
o _ 11
N4 vl
This solution is unique and
o oa(L() =
n > i y% _n né? 2 —n 0
2(02)2 (02)3 o (622 (6232 26% :
Thus
Ien 1
2
o = E Y

is the MLE of o2.
b) By invariance, 6 = v/d2.

5.48. (Jan. 2013 Qual): Let Y7,...,Y, be independent identically distributed (iid)
random variables from a distribution with probability density function (pdf)

1 = Gew ()

) )

18



where y > 0 and 6 > 0.
a) Find the maximum likelihood estimator (MLE) of 6.
b) Find the MLE of 1/6.

1

Solution. a) The likelihood L(f) = ¢ 0" exp [—9 E —] , and the log likelihood
— Yi
i=1

log(L(#)) = d+ nlog(f) — 6 Z l Hence

d n " 1 set n

—log(L(Q)):——Z——O, or ==

db 0 =y Dicty;
Since this solution is unique and d—2 log(L(0)) = o

0 = is the MLE of 6.

n
iy,

no1
b) By invariance, the MLE is 1/é = i N

5.49. (Aug. 2013 Qual): Let Yi,...,Y, be independent identically distributed (iid)
random variables from a Lindley distribution with probability density function (pdf)

92

1 —0y
gl tye

fly) =

where y > 0 and 6 > 0.
a) Find the maximum likelihood estimator (MLE) of 6. You may assume that

b) Find the MLE of 1/6.
Solution: a) The likelihood

and the log likelihood

i=1

Always use properties of logarithms to simplify the log likelihood before taking deriva-
tives. Note that

2
log(L(#)) = d + nlog (119

log(L(#)) = d + 2nlog(#) — nlog(l +60) — 6 iyz

=1

19



Hence

d 277, n set
—1 L = — — — = s
gg os(L0) = 3 1+90) lel yi =0
o 21 +0) — 0 240
1) —-6 e
I A (Y

or2+60=15(0+0* oryh*+0(y—1)—2=0.So

o (Y =1)+4/(Y —1)2+8Y
- Ve |
2Y
b) By invariance, the MLE is 1/é
5.53. (Jan. 2015 QUAL): b) 6 = V62 = 1/Q/n by invariance.
5.54. (Aug. 2016 QUAL): Suppose Xj, ..., X,, are random variables with likelihood
function
n—k —x; n —x;
[Hi:l %6 2/9} [Hi:n—k—l—le 2/9}
[T eml?
where 0 > 0, z; > 0, and z; > d; > 0 for i = 1,...,n — k. The d; and k are known
constants. Find the maximum likelihood estimator (MLE) of 6.

L(6) =

Solution: .
1 n— n
_ —(z;—d;) /0 —x;/6
L(6) ok H e | H e .
=1 i=n—k+1
Hence
1 n—=k 1 n
log(L(#)) = —(n — k)log(6) = 5 > (i —di) =5 >, @i =
=1 i=n—k+1
n—k n—k n
1 1 1
—(n=k)log() — 5 > wi+ 5> di— > o=
i=1 i=1 i=n—k+1

(0~ k)log(0) 7
where f = Z:L;lk Li = Z?;lk di+ D 1 T = D Ti — Z:L:_f d; =
S @ — di) + 0, ey @ > 0. So

dlog(L(0) _ —(n—Fk) [ se
do 0 62

or (n—k)§ = for

20



This solution was unique and

Plog(L(B) n—Fk 2f _n—k:_Q(n—k:)é_—(n—k:)<0
ez 62 63|, pe > '

Hence 0 is the MLE,
5.55. (Jan. 2018 QUAL): Suppose X1, ..., X,, are iid from a Kumaraswamy distribu-
tion with probability density function (pdf)

fl@) = 62" 5(1 — 2

where € > 0 is known, > 0,and 0 < z < 1.

a) Find a complete sufficient statistic for 5.

b) Find the maximum likelihood estimator of (3.

Solution: a) Note that f(z) = 02°11(0 < z < 1)Bexp[(B—1) log(1—2)] is the pdf of
a 1IPREF with h(z) = 0297 1(0 <z < 1), ¢(3) = 8,n = w(B) = B—1, t(z) = log(1 —27)
and Q = (—1,00). Hence the complete sufficient statistic is >, log(1 — X?).

b) L(8) = dB" expl(8 — 1) X1, log(1 — a?)]. Hence log(L(3)) = ¢ + nlog(8) + (3 -
1) Y0, log(1 — 27). So

Qog(L(B) 1 X~ e
T_ﬁ%—;log(l x;) =0,

or
A —n

T S e )
which is unique. Then B is the MLE since

Plog(L(3) _ —n _,

R
5.56. (Jan. 2018 QUAL): Assume Xj, ..., X, are i.i.d from Gamma distribution with
parameters o and § (Gamma(a, 3)) where both « and 3 are unknown.
a) Find the method of moments estimators for « and .
b) Show that the estimators obtained in part (a) for o and (3 are always non-negative.
Solution: a) We have

1 n
= FB[X] = = h = — E X
1 [(X]=af =mq, where my "2

1 n
pr = E[X?] = af® + B> =ala +1)3* =my, where my= — E X2
n
i=1

Then )
m ala+1 1 1
my a?f3 o o my
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or ) )
N my

a=—-7 "
mg — mj

b) Since X; > 0, therefore m; > 0. Also we have

1 n
mg—mf:—g XZ-Q—X2
N3

e
_n[;Xi nX?

Therefore & > 0 and B > 0.
5.57. (Jan. 2020 QUAL): Let X, ..., X,, be independent and identically distributed
with probability density function (pdf)

f(x]0) = A(0) B(x)

for 0 < = < 6, and f(z|#) = 0, otherwise. Here the parameter # > 0, the function
A(#) > 0 for 6 > 0 and the function B(z) >0 for 0 < z < 4.

a) Is the family of distributions (with pdf f(z|@) for # > 0) an exponential family?
Explain.

b) Find a minimal sufficient statistic for 6, and show that it is so.

c) If A(f) =1/0 and B(z) =1 for 0 < z < 0, find the maximum likelihood estimator
of 0.

Solution: a) No, the support depends on 6.

b)
f@) _ [AO"[II~, B(xi)]l[max(x;)
fly)  TAOIIZ, Bly:) [max(y:)
Imax(x;) < 0]
Imax(y;) < 0]
Hence max(X;) is the minimal sufficient statistic by LSM.
c) X ~ U(0,0) with L(f) = 6~"I[max(z;) > 0] which is maximized at § = max(z;).
Hence max(X;) is the maximum likelihood estimator.
6.2. (Aug. 2002 QUAL): Let X, ..., X,, be independent identically distributed ran-
dom variable from a N(u,o0?) distribution. Hence F(X;) = p and VAR(X;) = o%
Consider estimators of o2 of the form

0]
= iff
f c VO 1

<
<

=d Vo

(k) = =) (X —X)?
i=1
where k£ > 0 is a constant to be chosen. Determine the value of £ which gives the smallest

mean square error. (Hint: Find the MSE as a function of k, then take derivatives with
respect to k. Also, use Theorem 4.1c and Remark 5.1 VII.)

7| =
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6.7. (Jan. 2001 Qual): Let Xy, ..., X,, be independent, identically distributed N (u, 1)
random variables where p is unknown and n > 2. Let ¢ be a fixed real number. Then the
expectation

Ey(I—oo(X1)) = Pu(X1 < 1) = (T — p)

for all u where ®(z) is the cumulative distribution function of a N (0, 1) random variable.

a) Show that the sample mean X is a sufficient statistic for .
b) Explain why (or show that) X is a complete sufficient statistic for .

c) Using the fact that the conditional distribution of X; given X = 7 is the N (7,1 —
1/n) distribution where the second parameter 1 — 1/n is the variance of conditional
distribution, find

Ey(I—oo(X0)|X = T) = B[l (o) (W)]

where W ~ N(z,1 — 1/n). (Hint: your answer should be ®(¢(7)) for some function g.)

d) What is the uniformly minimum variance unbiased estimator for
Ot — p)?

Solution. a) The joint density

1 1 9
f(®) = Wexp[—§ Z(ffz — )]

1 nu’

1 2 = H
— O exp[—§ Za:l] expnuT — T]
Hence by the factorization theorem X is a sufficient statistic for .

b) X is sufficient by a) and complete since the N(j,1) family is a regular one param-
eter exponential family.

X =7) = O(—LEZ).

¢) E(I-(oo,(X1)|X =7) = P(X,

IN

=

L
=

3

d) By the LSU theorem,

t—X

é(\/l —1/n

)
is the UMVUE.

6.14. (Jan. 2003 Qual): Let Xi,..., X, be independent, identically distributed
exponential(§) random variables where § > 0 is unknown. Consider the class of esti-
mators of ¢

{Tn(c):cZXi | ¢>0}.
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Determine the value of ¢ that minimizes the mean square error MSE. Show work and
prove that your value of ¢ is indeed the global minimizer.

Solution. Note that Y X; ~ G(n,6). Hence MSE(c) = Vary(T,(c)) + [E¢Tn(c) — 6]?
= A Varg(3. X;) + [ncEy X — 0]* = ¢*nb? + [nch — ]2
So P
d—MSE(c) = 2cnf? + 2[nch — O]nd.
c

Set this equation to 0 to get 2n6?[c+nc—1]=0orc(n+1)=1.Soc=1/(n+ 1).
The second derivative is 2n6? 4+ 2n26? > 0 so the function is convex and the local min
is in fact global.

6.19. (Aug. 2000 SIU, 1995 Univ. Minn. Qual): Let Xi,..., X,, be independent
identically distributed random variables from a N (u, 0?) distribution. Hence E(X;) = u
and VAR(X;) = 2. Suppose that p is known and consider estimates of o2 of the form

S0) = 3 (X — )

where k is a constant to be chosen. Note: E(x2%) = m and VAR(x2,) = 2m. Determine
the value of k which gives the smallest mean square error. (Hint: Find the MSE as a
function of k, then take derivatives with respect to k.)

Solution.
W = S(k)/o* ~ x0/k

and
MSE(S*(k)) = MSE(W) = VAR(W) + (E(W) — o2)?

4 2

o o’n
— _2 T 2)\2
12 n+ ( O )
2n n 2n+ (n —k)?
ZZUﬂZ§”+(E'—1f]=:U4 ;2 )
Now the derivative £ MSE(S*(k))/o* =
-2 —2(n — k)

Set this derivative equal to zero. Then
2k? — 2nk = 4n + 2(n — k)? = 4n + 2n® — dnk + 2k*.
Hence
2nk = 4n + 2n?

or k=mn-+2.

Should also argue that & = n + 2 is the global minimizer. Certainly need k£ > 0
and the absolute bias will tend to oo as & — 0 and the bias tends to 02 as k — 00, so
k = n + 2 is the unique critical point and is the global minimizer.
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6.20. (Aug. 2001 Qual): Let X3, ..., X,, be independent identically distributed ran-

dom variables with pdf

2 2
f(z]0) = %e_m 9 2>0

and f(x]|0) =0 for x < 0.

a) Show that X? is an unbiased estimator of §. (Hint: use the substitution W = X?
and find the pdf of W or use u-substitution with u = x2/6.)

b) Find the Cramer-Rao lower bound for the variance of an unbiased estimator of 6.
¢) Find the uniformly minimum variance unbiased estimator (UMVUE) of 6.

Solution. a) Let W = X2 Then f(w) = fx(vw) 1/(2y/w) = (1/0) exp(—w/f) and
W ~ EXP(0). Hence Ep(X?) = Ep(W) = 6.

b) This is an exponential family and

log( (r16)) = los(2r) ~ log(#) — 7"

for x > 0. Hence

% (x]0) = _71 + %172
and 0? 1 —2
902 (x]0) = 02 + 9—3552.
Hence 1 9 1
L(0) = —Eg[ﬁ + ﬁzz] =5
by a). Now

where 7(0) = 0.

c¢) This is a regular exponential family so Y7 | X? is a complete sufficient statistic.

Since T
Eg[ZiZI 7 ] — 9’
n

n

the UMVUE is 2i=1X2

n

6.21. (Aug. 2001 Qual): See Mukhopadhyay (2000, p. 377). Let Xj,..., X, be iid
N(6,6%) normal random variables with mean 6 and variance 2. Let

>
i=1

Th=X=

S|
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and let

T2—Cn _Cn\/Zzl
n—1

where the constant ¢, is such that Ey[c,S] = 6. You do not need to find the constant c,.
Consider estimators W («) of 6 of the form

W(a)=ali + (1 —a)Ts
where 0 < a < 1.

a) Find the variance

VaregW(a)] = Varg(aTi + (1 — a)T5).

b) Find the mean square error of W () in terms of Varg(11), Vary(1) and a.

c) Assume that
92
Va’f’g(Tg) ~ —

Determine the value of a that gives the smallest mean square error. (Hint: Find the
MSE as a function of «, then take the derivative with respect to a. Set the derivative
equal to zero and use the above approximation for Vare(7T:). Show that your value of «
is indeed the global minimizer.)

Solution. a) In normal samples, X and S are independent, hence

VargW(a)] = o*Vare(T)) + (1 — a)*Vare(Ty).

b) W () is an unbiased estimator of . Hence MSE[W (a)] = MSE(a) = Varg[W(a)]
which is found in part a).

c) Now
%MSE( ) = 2aVary(Ty) — 2(1 — a)Vare(Ty) £ 0.
Hence Varo(Ty) @
o= Vary(Th) j— Vare(Ts) ~ %i & =173

using the approximation and the fact that Var(X) = 6%/n. Note that the second deriva-
tive
d2
WMSE( ) 2[VaT9(T1) + VaTQ(Tg)] > 0,
a

so @ = 1/3 is a local min. The critical value was unique, hence 1/3 is the global min.

26



6.22. (Aug. 2003 Qual): Suppose that X, ..., X,, are iid normal distribution with
mean 0 and variance o2. Consider the following estimators: 7T = %|X1 — Xs| and

T, = \/ %Z?:l X7

a) Is T} unbiased for ¢? Evaluate the mean square error (MSE) of T3.

b) Is T3 unbiased for o7 If not, find a suitable multiple of 75 which is unbiased for o.

Solution. a) X7 — X5 ~ N(0,20?). Thus,

o 1 —u?
E(T) = / u et du
0

1 [ 1 2
E(T? = = u? e du
(1) 2 Jo VAaro?
= 5
V(Ty) = 0*(3 — 2) and
1 1 1 3 2
MSE(Ty) = o*[(—=) — 1> + 5 — =] = ’[5 — —=].

NZS 2 7 2 T

b) £ has a N(0,1) and %ﬁXZ has a chi square distribution with n degrees of freedom.
Thus

E(\/==5—) = O
and /ar(y

B0 =T
Therefore,

6.23. (Aug. 2003 Qual): Let X3, ..., X,, be independent identically distributed ran-
dom variables with pdf (probability density function)

=g ()

where x and A are both positive. Find the uniformly minimum variance unbiased esti-
mator (UMVUE) of A2
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Solution. This is a regular one parameter exponential family with complete sufficient
statistic T,, = Y.i | X; ~ G(n,\). Hence E(T,) = n\, E(T2) = V(T,,) + (E(T,))* =
nA? +n?A\? and T?/(n + n?) is the UMVUE of A%

6.24. (Jan. 2004 Qual): Let X7, ..., X, be independent identically distributed random
variables with pdf (probability density function)

f@) =[5z exp (—5-)

2w’ 2

o
where x and o are both positive. Then X; = W where W; ~ x?. Find the uniformly

C
minimum variance unbiased estimator (UMVUE) of —.
o

Solution.
1 W X
X, o o’
Hence if
"1 T n
T = —. then E(—) = —
— X;’ - (n) no’

and T'/n is the UMVUE since f(z) is an exponential family with complete sufficient
statistic 1/X.

6.25. (Jan. 2004 Qual): Let Xj,..., X, be a random sample from the distribution
with density

f(x):{ 2, 0<z<b

0  elsewhere

Let T'= max (X, ..., X,,). To estimate 6 consider estimators of the form C'T. Determine
the value of C' which gives the smallest mean square error.

Solution. The pdf of T is

2nt2n—1
g(t) = g
for 0 <t <@.
E(T) = 22&9 and E(T?) = 22%92.
2n 2n 2n
M El T — _ 2 2 2 2
SE(CT) (O2n+19 2 +C[2n+29 (2n+19)]
dMSE(CT) 2Cnb 2nd 2n 6> 4n?6?
=2[ — 0 I +2C] - 7]
ac 2n+1 2n+1 2n+2 (2n+1)
Solve %C(CT) 0 to get
_ 9 n+1
T+ 1
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The MSE is a quadratic in C' and the coefficient on C? is positive, hence the local min is
a global min.

6.26. (Aug. 2004 Qual): Let X7, ..., X}, be a random sample from a distribution with

pdf
2x

f(l’): 9_27

Let T = ¢X be an estimator of # where ¢ is a constant.

0<x <.

a) Find the mean square error (MSE) of T" as a function of ¢ (and of 6 and n).

b) Find the value ¢ that minimizes the MSE. Prove that your value is the minimizer.

Solution. a) E(X;) = 20/3 and V(X;) = 6?/18. So bias of T = B(T) = EcX — 0 =
¢20 — 0 and Var(T) =

> X; ? nb?

2
C
Var(=S) = @ 2 Vet = 5

So MSE = Var(T) +[B(T)]* =

202 20
- - 6)?
TR
b)
dMSE(c)  2c6? 20 20
- 2A=e— )=
dc 13n TA5e 03
Set this equation equal to 0 and solve, so
0%2¢ 4 2
——+ —0(=0c—0)=0
13 T3030% 0
o 26?2 8 4
= _92 — _92
Tan Tl =3
o 1 8 4
i e 92 — _92
(Gn T9)7 =3
or
R
Con Ton’ T 3
or
On 4 B 12n

“T1tsn3 1+sn
This is a global min since the MSE is a quadratic in ¢? with a positive coefficient, or
because
d>*MSE(c) 20* 862
= + — > 0.
dc? 18n 9
6.27. (Aug. 2004 Qual): Suppose that X, ..., X,, are iid Bernoulli(p) where n > 2

and 0 < p < 1 is the unknown parameter.
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a) Derive the UMVUE of v(p), where v(p) = €*(p(1 — p)).
b) Find the Cramér Rao lower bound for estimating v(p) = e?(p(1 — p)).

Solution. a) Consider the statistic W = X; (1 — X3) which is an unbiased estimator of
¥(p) = p(1—p). The statistic T =Y | X; is both complete and sufficient. The possible
values of W are 0 or 1. Let U = ¢(T") where

o) = BNl - X)|T = 1]
= 0P[X1(1—X5)=0|T=t]+1P[X1(1 - Xy) =1|T =]
= P[Xi(1—-X,)=1|T =1t

PX;=1,Xs=0and > ' X;=1]
P X =]
PIX; =1|P[Xo =0|P[} . X, =t —1]
P[Z?:l X = t]

Now > 7" . X, is Bin(n — 2,p) and > | X; is Bin(n,p). Thus

(1= p)[(Z)p ™ (A = p)" ]

#) = O (=
() (n —2)! tt—1)n—t)n—t—1)1  t(n—t)
B ) S t—=Dln—2—t+1) n(n —1)(n —2)! nn—1)
sn—ng) n(l-L) n _ _
[ T | _n—lz(l_z)'

Thus --X (1 — X) is the UMVUE of p(1 — p) and €*U = e?--X(1 — X) is the
UMVUE of 7(p) = €*p(1 — p).

Alternatively, X is a complete sufficient statistic, so try an estimator of the form
U = a(X)?+bX + c. Then U is the UMVUE if E,(U) = *p(1 — p) = €*(p — p?). Now
E(X) = E(X;) = pand V(X) = V(X;)/n = p(1 — p)/n since > X; ~ Bin(n,p). So
E[(X)*] =V(X) + [E(X)P? =p(1l —p)/n+p*. So Ey(U) = a[p(l —p)/n] +ap® +bp+c

a ap? a a
:—p—£+ap2+bp+c:(—+b)p+(a——)p2+c.
n n n n
Soc:Oanda—gza"T_l:—ezor
_ TN 2
a=—c
Hence ¢ +b = ¢ or
a n n
[ 2 _ 2
S 6_I—n(n—l) n—1°



So
n_—nl e*(X)* + %627 = %627(1 - X).
b) The FCRLB for 7(p) is [7'(p)]?/nl1(p). Now f(x) = p*(1 — p)'~®, so log f(x) =

xlog(p) + (1 — z)log(1 — p). Hence
dlogf = 1-x

dp p 1—p

U:

and
Plogf —x  1-u
o p2 (1-p)?
50 9 log f 1 1
og —p —p
I(p) = —E — (£ _ — .
1(p) ( Op? ) (p2 (1 —p)z) p(1—p)
> 1= )P (1 - 2)%(1 - p)
FCRLB, — _ — .
p(1—p) n

6.30. (Jan. 2009 Qual): Suppose that Yi,...,Y, are independent binomial(m;, p)
where the m; > 1 are known constants. Let

Z@_IYZ- 1 - Y;
=2l g T, ==
! S my a 2 n;mi

be estimators of p.
a) Find MSE(T?).
b) Find MSE(T3).

¢) Which estimator is better?
Hint: by the arithmetic—geometric-harmonic mean inequality,

Solution. a)
_TLE0) _Shme
2?21 m; Z?:l m; ’

1 - 1 n ) 0
mv(izl Y;) = m;v(yﬂ = 5 )2 ;mzﬂ(l —p)



SO MSE(TQ) = V(Tg) =

n? m; n n 2
_pl-p)~ 1
n? — m;
c¢) The hint
1 — S n
i=1 Zi:l mLz
implies that
no1 no1
nn < Zi:l m; and nl S 21:1 mj ]
D M n Do M n’

Hence MSE(T1) < MSE(T3), and T7 is better.

6.31. (Sept. 2010 Qual): Let Yi,...,Y,, be iid gamma(a = 10, 3) random variables.
Let T = ¢Y be an estimator of 3 where c is a constant.

a) Find the mean square error (MSE) of T as a function of ¢ (and of # and n).

b) Find the value ¢ that minimizes the MSE. Prove that your value is the minimizer.

Solution. a) E(T) = cE(Y) = ca = 10cj.
V(T) =2V (Y) = 2aB?/n = 10¢* 5% /n.
MSE(T)=V(T)+ [B(T)]? =10c*3?/n + (10c¢ — 3)>.

d MSE(c) 2c103?
dc B

or [2082/n] ¢+ 20082 ¢ —208% =0

orc/m+10c—1=0orc(l/n + 10) =1

or

b) +2(10¢8 — £)108 £ 0

r  n
1410 10n+1

This value of ¢ is unique, and

? MSE(c) 2082
n

7 +2003% > 0,

so ¢ is the minimizer.

6.32. (Jan. 2011 Qual): Let Yj, ..., Y, be independent identically distributed random
variables with pdf (probability density function)

fly) = (2—=2y)I01)(y) v exp[(1 —v)(—log(2y — y*))]
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where v > 0 and n > 1. The indicator [o(y) = 1if 0 < y < 1 and [ 1)(y) = 0,
otherwise.

a) Find a complete sufficient statistic.

b) Find the Fisher information I;(v) if n = 1.

c¢) Find the Cramer Rao lower bound (CRLB) for estimating 1/v.

d) Find the uniformly minimum unbiased estimator (UMVUE) of v.

Hint: You may use the fact that 7,, = — > 7" log(2Y; — Y;?) ~ G(n,1/v), and

1 I(r+n)

B = o T

n

for r > —n. Also I'(1 + z) = «I'(x) for x > 0.

Solution. a) Since this distribution is a one parameter regular exponential family,
T, = -1 log(2Y; — Y;?) is complete.

7

b) Note that log(f(y|v)) = log(v) + log(2 — 2y) + (1 — v)[—log(2y — y?)]. Hence

d log(f(ylv))

1
=~ +log(2y — 12
o V+og(y y)

and
d® log(f(ylv)) _ -1

dv? V2’

—1 1
Since this family is a 1P-REF, [;(v) = —FE (—) = —.

2 2

v
T 1
nl(v)  vin a2
1 I'(=14n) v ,
-1y _ —
d) E[T, "] = S e & So (n —1)/T,, is the UMVUE of v by LSU.

6.33. (Sept. 2011 Qual): Let Yi,...,Y,, be iid random variables from a distribution
with pdf

0
f(y):W

where # > 0 and y is real. Then W = log(1 + |Y|) has pdf f(w) = #e™*? for w > 0.
a) Find a complete sufficient statistic.
b) Find the (Fisher) information number 7;(6).
¢) Find the uniformly minimum variance unbiased estimator (UMVUE) for 6.

Solution. a) Since f(y) = g[exp[—(e + 1) log(1 + |y|)] is a 1P-REF,

T =" log(1+ |Y;]) is a complete sufficient statistic.
b) Since this is an exponential family, log(f(y|6)) = log(8/2) — (64 1) log(1+ |y|) and

So08((y16)) = 5 — og(1 + Iy

Hence o )
w 10g(f(?/|9)) = ﬁ
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and
10) = B | g loa(s(¥10)]| =

c¢) The complete sufficient statistic T' ~ G(n, 1/0). Hence the UMVUE of 0 is (n—1) /T

since for r > —n,
1)T C(r+n)

E(T") = E(T") = (5 T

So

6.34. (Similar to Sept. 2010 Qual): Suppose that X, Xs,..., X,, are independent
identically distributed random variables from normal distribution with unknown mean g
and known variance 0. Consider the parametric function g(u) = e**.

a) Derive the uniformly minimum variance unbiased estimator (UMVUE) of g(u).

b) Find the Cramer-Rao lower bound (CRLB) for the variance of an unbiased esti-
mator of g(u).

c) Is the CRLB attained by the variance of the UMVUE of g(u)?

Solution. a) Note that X is a complete and sufficient statistic for p and X ~
N(p,n"'o?). We know that E(e*¥), the mgf of X when ¢ = 2, is given by 2t lo?
Thus the UMVUE of €2 is e=2n 'o%¢2X,

b) The CRLB for the variance of unbiased estimator of g(u) is given by 4n~'o2e'#
whereas
V(6—2n*10262)2) _ 6—4n*102E(64X’) ol (3)
— 6—4n*10264u+%16n*102 _ 64,u
64“[64n 1o2 _ 1]

> An~lolett

since e* > 1+ x for all x > 0. Hence the CRLB is not attained.

6.36. (Aug. 2012 Qual): Let Yi,...,Y, be iid from a one parameter exponential
family with pdf or pmf f(y|@) with complete sufficient statistic T(Y) = >, t(Y;) where
t(Y;) ~ 60X and X has a known distribution with known mean F(X) and known variance
V(X). Let W,, = ¢I'(Y') be an estimator of § where c is a constant.

a) Find the mean square error (MSE) of W,, as a function of ¢ (and of n, E(X) and
V(X)).
b) Find the value of ¢ that minimizes the MSE. Prove that your value is the minimizer.

¢) Find the uniformly minimum variance unbiased estimator (UMVUE) of 6.

Solution. See Theorem 6.5.

a) EOW,) =c>."  E(t(Y;)) = ecndE(X), and
VW) = >0 V(#(Y;) = nb*V(X). Hence MSE(c) = MSE(W,,) =
V(W) + [E(W,) — 02 = *no*V (X) + (cndE(X) — 6)2.
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b) Thus

%CE(C) = 2en0?V (X) + 2(cnfE(X) — )nbE(X) Z 0,
c(nf*V (X) + n*0?[B(X)]?) = n*E(X),
or ) E'(X)
VX)) +n[E(X)P
which is unique. Now
d> MSE(c)

Tz = 2VX) + PP E(X)F] > 0.

So MSE(c) is convex and ¢ = ¢y is the minimizer.

c) Let ¢y = . Then E[cyT(Y)] = 0, hence c¢yT(Y') is the UMVUE of 6 by the

nE(X)
Lehmann Scheffe theorem.

6.37. (Jan. 2013 qual):Let X, ..., X, be a random sample from a Poisson ()) dis-
tribution. Let X and S? denote the sample mean and the sample variance, respectively.

a) Show that X is uniformly minimum variance unbiased (UMVU) estimator of \.
b) Show that E(S?/X) = X.
c¢) Show that Var(S?) > Var(X).

1
Solution: a) Since f(x) = gexp[log()\):z]l(:c €{0,1,...})is a IP-REF, > X, is a

complete sufficient statistic and F(X) = A. Hence X = (>, X;)/n is the UMVUE of
A by the LSU theorem.

b) E(S?) = ) is an unbiased estimator of \. Hence E(S?|X) is the unique UMVUE
of A by the LSU theorem. Thus E(S?|X) = X by part a).

¢) By Steiner’s formula, V (S?) = V(E(S?*| X))+ E(V(S?|X)) = V(X)+E(V(S?|X)) >
V(X). (To show V(S?) > V(X), note that X is the UMVUE and S? is an unbiased esti-
mator of \. Hence V(X) < V(S?) by the definition of a UMVUE, and the inequality is

strict for at least one value of A since the UMVUE is unique.)

6.38. (Aug. 2012 Qual): Let X, ..., X}, be a random sample from a Poisson distri-
bution with mean 6.

a) Show that T'=>_" | X; is complete sufficient statistic for 6.

b) For a > 0, find the uniformly minimum variance unbiased estimator (UMVUE) of
g(0) = e,

c¢) Prove the identity:

E[2MT] = (1 + %)T
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Solution: a) See solution to Problem 6.37 a).
b) The complete sufficient statistic ' = > | X; ~ Poisson (nf). Hence the mgf of
T is
E(e™) = mp(t) = exp[nf(e’ — 1)].
Thus n(e' — 1) =a, or e =a/n+1, or ¢! = (a+n)/n, or t = log[(a + n)/n]. Thus

e = (') = ( ~ ”) — expl(Tlog(“ )]

is the UMVUE of e by the LSU theorem.
¢) Let X = X, and note that 2% is an unbiased estimator of ¢’ since

2X — 6log(2X) — 6(10g2)X’

and E(2%) = mx(log2) = exp[A(e"8? — 1)] = ¢’.
Thus E[2%|T] is the UMVUE of E(2%) = ¢’ by the LSU theorem. By part b) with a = 1,
1 T
E[2X|T) = ( i ”) .

n

6.39. (Aug. 2013 Qual): Let X, ..., X;, be independent identically distributed from
a N(u,o?) population, where o? is known. Let X be the sample mean.

a) Find E(X — p)%

b) Using a), find the UMVUE of p?.

¢) Find E(X — p)®. [Hint: Show that if Y is a N(0,0?) random variable, then
E(Y?) =0

d) Using c), find the UMVUE of p?.

Solution. a) E(X — u)? = Var(X) = ‘;L—Z

b) From a), E(Y2 —2uX + p?) = E(Yz) — = C;L—z, or E(Yz) - % = u? or
B(X —Z) =2

Since X is a complete and sufficient statistic, and X - % is an unbiased estimator
of ? and is a function of X, the UMVUE of p? is X - % by the Lehmann-Scheffé
Theorem. o

¢) Let Y = X — 1 ~N(0,72 = 6?/n). Then E(Y?) = [* h(y)dy = 0, because h(y)
is an odd function. . . B . . B

d) B(X —u)? = E(X —3uX +3u*X — 1) = BE(X") = 3uE(X") + 3u*E(X) — i3
= B(X’) —3p (% + uz) + 37 — b = B(X") = 30 — i,

Thus E(Ys) — 3,u§ — 1® = 0, so replacing p with its unbiased estimator X in the
middle term, we get

2
B {X‘"’ - 370—] -
n

Since X is a complete and sufficient statistic, and X - 37% is an unbiased estimator

of ;% and is a function of X, the UMVUE of ;2 is X - 37% by the Lehmann-Scheffé
Theorem.
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6.40. (Jan. 2014 Qual): Let Yi,...., Y, be iid from a uniform U(0,60) distribution
where 6 > 0. Then T'= max(Y7,...,Y,) is a complete sufficient statistic.

a) Find E(T*) for k > 0.

b) Find the UMVUE of 6* for k > 0.
ntm1

0
Solution: a) The pdf of T'is f(t) = "t(;:lI(O <t < 0). Hence E(T*) = / th pm dt =
/9 ntk+n—1dt e o, ‘
0 O (k+n)or k+n
p . kA+n_,
b) Thus the UMVUE of 6" is - "

6.41. (Jan. 2014 Qual): Let Yi,...,Y, be iid from a distribution with probability

distribution function (pdf)
6

f(y)zm

where y > 0 and 6 > 0.

a) Find a minimal sufficient statistic for 6.

b) Is the statistic found in a) complete? (prove or disprove)

c¢) Find the Fisher information ;(0) if n = 1.

d) Find the Cramer Rao lower bound (CRLB) for estimating 62.

6.42. (Aug. 2014 and Jan. 2024 Quals): Let X, ..., X, be iid from a distribution
with pdf

f(z|0) = 02210 <2 < 1), 6>0.

a) Show W = —log(X) ~ exponential(1/6).

b) Find the method of moments estimator of 6.

¢) Find the UMVUE of 1/62.

d

) Find the Fisher information 1;(6).
e) Find the Cramér Rao lower bound for unbiased estimators of 7(6) = 1/6.

Solution. a) Show f(w) = fe=? for w > 0.
b) B(X) = [/ 62%x = 0/(0+1) ¥ X. S0 § = 6X + X, or §(1 — X) = X. So

1-X
o) T =-=> " log(X;) ~G(n,1/0) is complete and
024 n)  nn+1)
2y _ 0 _
E(T7) = I'(n) 62
Or use ) 9
o 2 N n\s _n"+n
E(r?) = V(D) +[E@)P = 5+ (5) =27
Hence
L(n) o, _  T?
r'2+n)"  nm+1)

is the UMVUE of 62 by LSU.
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d) Now log(f(z]0) = log(d) + (6 — 1)log(x). So dilelog(f(:d@) = %%— log(x), and

d -1
—log(f(x|0) = —. This familay is a 1P-REF, so

2 02
() = —E d21 0)| =1/6
() = B | gz Tou(a10)| = 1/
, ) 072 4
e) Now 7/(0) = —20 3,andCRLB:%:W.

6.43. (Jan. 2015 QUAL): (Y, 5?) is complete sufficient.
a) Y + 5% by LSU.

.= cnY " Cnlb 1

b)Us1ngYJL52,getE(52):EZ?ZCHME 5
. n—1_, 9 1 n—11 n—3
Using = S* ~ x;_y, show E @)= 37 So ¢, = 1

6.44. (Aug. 2016 Qual): Assume the service time of a customer at a store follows
a Pareto distribution with minimum waiting time equal to § minutes. The maximum
length of the service is dependent on the type of the service. Suppose Xi,..., X, is a
random sample of service times of n customers, where each X; has a Pareto density given
by

40 x5 x>0,
ety = { § 2

for an unknown 6 > 0. WE are interested in estimating the parameter 6.
a) Write the likelihood function for observed values z, ..., z,, of Xi,..., X,,.
b) Find a sufficient statistics for 6. Call it 0.
c¢) Derive the distribution function and probability density function of 0.
d) Determine the bias and mean squared error of 0.
e) Derive the value of a,, that makes ang an unbiased estimator of 6.

f) Is the unbiased estimator a,0 the uniformly minimum-variance unbiased estimator
(UMVUE) of 6 7 explain.
Solution:

a)

n

L@y, wn) = [ folxs) = []40"2 Tig.o0)(25) = 476" g o) (w0)) [ [ 277

i=1 i=1 i=1

n

where (1) is the first order statistics.
b) By factorization theorem, we have

F(x10) = 470" g o0y (w1) [ [ 277" = 9(T(x)[6) ()

i=1

where T'(x) = X(1). Therefore, = X1 is a sufficient statistics.
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c¢) The distribution function:

FX(l)(t):P(X(l)St):1—P(X(1) >t):1—P(X1 >t,...,Xn>t)
=1-P(X;>1)...P(X, > 1) =1-[[P(X; > 1)

i=1

0
— 1 (1= Fx() =1 ()"

The density function:

d 4nping—an—1 t>0,
el = G Fx® = { o 12
d)
~ ~ 4 1
Bias(§) = E[f] — 0 — E[T(x)]— 0 — "0 _ ¢ 0

:471—1_ :4n—1

MSE(9) = MSE(T(x)) = Var(T(x)) + Bias(T(x))?
4Anb? 62
(n —12(dn—2) " (dn—17

e) From part d) we have

~ 4nf
El0) = E[T = —
0= BIT(x) =
therefore,
in — 1 in — 1
that is, a, = 42;1.

~

f) Yes, a,0 is the UMVUE of 6. Because it is an unbiased estimator, and also it is a
function of the complete sufficient statistics X(;). Then, based on the Lehmann-Scheffe
Theorem, it is the UMVUE.

To show that T'(x) = X(1) is complete, we need to show if E[g(T")] = 0 for all 0,
implies P(g(7) = 0) = 1 for all §. The following “method” is not quite right because
there may be functions g such that E(g(T")) is not differentiable.

Suppose for all 0, g(t) is a function that satisfying

> 1
Elg(T)] = /9 g(t)4n94"t4n+1dt:0
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Then, by taking derivative on both sides of this, we have

d d [ 1
= —E[¢(T)] = — dn____
d

gt / otinzgmzdt + (507) [ a(tyina

1
= —0""g(0)4n 94n+1 +0
1
— 4 -
ng(0)5

Since 4ng(f)5 = 0, and 4nz # 0, it must be that g(f) = 0, and this is true for every
0 > 0, therefore T'(x) = X(1) is a complete statistics.
6.45. (Jan. 2018 Qual): Let Yj, ..., Y, be independent identically distributed random

variables with pdf
fylo) =04"71(0<y<1), 6>0.

Then —log(Y) ~ exponential(1/6).

a) Find 1,(0).

b) Find the Cramer Rao lower bound (CRLB) for unbiased estimators of 6.

¢) Find the uniformly minimum unbiased estimator (UMVUE) of 1/6.

Solution: a) Note that f(y|f#) = 0I(0 < y < 1)exp[(f# — 1)log(y)] is the pdf of a
1PREF. Now log(f(y|0)) = log(#) + (0 — 1) log(y), and

SloglF(416)) = 5 + log(y)

50 d? —1
log(f(l0)) = =

For a 1PREF, I,(0) = —E(1/6%) = 1/6.
b) If 7(0) = 6%, then 7/(0) = 20, and

(O] 46 46"

CRLB= G0 = T
c¢) Let W; = —log(V;) and T;, = W = %Zlog( ) ~ lG(n 1/0). Then
B(r2) = W) = v + () = YWy pavyp = Ly 2oL

Hence by LSU, the UMVUE is

n—+1
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6.46. (Jan 2019 Qual): Let Xji,..., X, be independent and identically distributed
(iid) from a distribution with probability density function (pdf)

fla) = e

where 6 <z < oo. Hence f(z) =0 for z < .

a) Find the method of moments estimator of 6.

b) Let T = min(Xy, ..., X;;) = X(1). To estimate 6, consider estimators of the form
T + c. Determine the value of ¢ which gives the smallest mean square error.

c) T is the MLE of 6 and T is a complete sufficient statistic for . Find the UMVUE
of 0.

Solution: Y =X — 60 ~ EXP(1)

a) B(Y)=1s0 E(X)=0+1%X. Thus Oy = X — 1.

b) Let T = X(y). Then show fr(t) = ne=¢=%" for ¢t > 0. Hence T ~ EXP(0,1/n)
and E(T) =60+ 1/n. Then MSE(T + ¢) = Vo(T + ¢) = [biase(T + ¢)]* =
Vo(T) + [Eg(T +¢) — 0]* = a+ (6 + 1/n + ¢ — 0)* which is minimized by ¢ = —1/n.

c) E(T—1/n)=0s0oT —1/n= X —1/nis the UMVUE by LSU.

6.47. (Sept. 2022 Qual): Let Y7, ..., Y, be iid with probability density function (pdf)

2 Oyl 1 -1 9
fly) = o Wexp (T‘Q[log(l — ")) )

where 0 < y < 1, & > 0 is known, and ¢> > 0. Then t(Y) = [log(l — Y?)]* ~
Ly s
G (5, 20 ) .
a) Find a complete sufficient statistic for o.
b) Find (o).
c¢) Find the UMVUE of o2
d) Find the Cramér Rao lower bound (CRLB) for unbiased estimators of o2
Solution: a) This family is a IPREF. Hence T'(Y) = >, [log(1 — Y}?)]? is a complete
sufficient statistic.

b) '
log(f(y)) = d —log(o) — 2721t(z;)
dilog(f(y)) - _71 té—‘z)
j%zlog(f(y)) 012 - 32(2?)

1 3 1 3
11(0') = ; + FE(t(Y)) = ; + FOQ = 2/0'2.
) T(Y) = > tY) ~ G(n/2,20%). Thus E(T(Y)/n) = o® and T(Y)/n is the
UMVUE of ¢2.
d) Let 7(0) = 02 then 7/(0) = 20 and
[7'(0)]>  4o%0* 20!

CRLB =

nl(o) 2n n
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6.48. (Feb. 2023 Qual): Suppose Y7, ..., Y, are iid with pdf

2 1 -1,
pui yI(y >0) eXP(T‘Q y)
where 0® > 0 and W =Y? ~ G(3/2,20°).

a) Let T;, = ¢W, be an estimator of o2. Find the mean square error (MSE) of T}, as
a function of ¢ (and of ¢ and n).

b) Find the value ¢ that minimizes the MSE. Prove that your value is the minimizer.

Solution: a) E(T, ) =cE(W,) = cE(W) = ¢(3/2)20? = 3co?.
V(T,) = AV(W,) = AV (W) /n = c%(3/2)(4c /n) = 620 /n.
2 4
MSE(T,) = V(Tp)+(E(Tp)—02)? = 620 fn+(3co?—0?)? = 60; tol(3c—1)2 = MSE(c).
4
py MSE() _ 12¢07 L o aise )35 g
dc n
412 4 4
orco-— +co 18 — 60" =0
n
12
or ¢ (— + 18) =6
n
6 6n n
orc= =

(12/n) +18 12+18n 2+3n’

EMSE(c) 120
() _ 1207 155150,
dc? n

so ¢ is the minimizer.

6.49. (Jan. 2025 Qual): Suppose Y is a random variable with probability density
function (pdf)
f(y) — F(Oé + ﬁ) (y B C)a_l(d — y)ﬁ_l

[(e)T(3) (d =)o+t

where a > 0, § > 0 and ¢ < y < d where ¢ < d are known real numbers. Also, f(y) =0
for y < cand y > d.

a) Show that the family of distributions f(y) = f(y|«, () is a two parameter regular
exponential family.

b) Find a complete sufficient statistic for («, ) if the sample size is n.

¢) Now suppose # =1 and d = ¢+ 1 so the pdf of YV is

fly) =aly—c)*!

for c <y < c+1. Let Yy,...,Y, be independent and identically distributed (iid) ran-
dom variables from this distribution. Find the uniformly minimum variance unbiased
estimator (UMVUE) of 1/a. You may use the fact that

T, =— Z log(Y; — ¢) ~ G(n,1/a).



Solution. a)

11:((3);(?) = ci‘“fﬁ‘l exp[(a — 1) log(y — ¢) + (8 — 1) log(d — y)]

is a 2-parameter regular exponential family with 7 = o« — 1, 7o = f —1 and Q =
(—1,00) X (—1,00).

b) (321 log(Y; — ¢), > =7, log(d — Yj)) by exponential family theory.

c¢) Then we have a 1 parameter regular exponential family with 7}, a complete sufficient
statistic. Hence T;,/n is the UMVUE of 1/« since E(T,,/n) = 1/a.

7.6. (Aug. 2002 Qual): Let X, ..., X, be independent, identically distributed random
variables from a distribution with a beta(6, §) pdf

fy) = Iraq(y)

f(l6) = s poarla = )"

where 0 < 2 < 1 and 6 > 0.
a) Find the UMP (uniformly most powerful) level « test for H, : 6 = 1 vs. Hy : § = 2.

b) If possible, find the UMP level « test for H,: 0 =1 vs. H; : 6 > 1.

Solution. For both a) and b), the test is reject Ho iff [[i, x;(1 — ;) > ¢ where
Py [Ty w6(1 = 25) > ] = o

7.10. (Jan. 2001 SIU and 1990 Univ. MN Qual): Let X3, ..., X,, be a random sample
from the distribution with pdf

1.9—1 —x

f(93>9):W

, x>0,60>0.

Find the uniformly most powerful level a test of

H: 0 =1 versus K: 8 > 1.

Solution. H says f(x) = e™* while K says
f(z) =2"te™®/T(0).

The monotone likelihood ratio property holds for [ ] z; since then

ful@,02) _ ([Ty 20 (0O))" _ T(0) 0 77yt
fulz, 01) (TT, )0~ 1(T(6))" = ( ) (H i)

which increases as H?:l x; increases if 6, > 0. Hence the level o UMP test rejects H if

ﬁXZ > C
=1
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where

H(lﬁ[XZ >c) =Py Zlog > log(c)) = a.
i=1

7.11. (Jan 2001 Qual, see Aug 2013 Qual): Let X1, ..., X}, be independent identically
distributed random variables from a N (u, 0%) distribution where the variance o2 is known.
We want to test Hp : p = po against Hy @y # po.

a) Derive the likelihood ratio test.
b) Let A be the likelihood ratio. Show that —21log A is a function of (X — pyg).
c) Assuming that Hj is true, find P(—2log A > 3.84).

Solution. a) The likelihood function
—1
L(p) = (2m0®)~"/? explo— > (wi— )]

and the MLE for p is i = Z. Thus the numerator of the likelihood ratio test statistic is
L(po) and the denominator is L(T). So the test is reject Hy if AM(x) = L(uo)/L(T) < ¢
where a = P, (AM(X) < ¢).

b) As a statistic, log A\ = lggL(,uo) log L(X) =
— 5022 (Xi — p10)? —Z(X_i— X)?] = 55X — po]? since Y(X; — po)* = P (X; =X + X —
f0)” = 3(Xi = X)? +n(X — po)*. SO —2log A = z[X 1o)*.

c) —2log A ~ x? and from a chi-square table, P(—2log A > 3.84) = 0.05.
7.12. (Aug. 2001 Qual): Let X, ..., X, be iid from a distribution with pdf

() = 2 exp(~a*/)

where A and x are both positive. Find the level « UMP test for H, : A=1vs H; : A > 1.

7.13. (Jan. 2003 Qual): Let X7, ..., X,, be iid from a distribution with pdf

faley = 10"

where 0 < z < 1 and 6 > 1. Find the UMP (uniformly most powerful) level v test of
H,:0=2vs. H:0=4.

Solution. Let #; = 4. By Neyman Pearson lemma, reject Ho if
f(x|6h) _ log(6;) "ezmi 1 "1 ok
f(x]2) 0—1) ! log(2) ) 2>

((91 lfgl()elgg@)n (%)Z -k
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iff -
0, i ,

in log(01/2) > ¢
So reject Ho iff Y~ X; > ¢ where Py—s (D> X; > ¢) = a.

ifft

7.14. (Aug. 2003 Qual): Let Xj,..., X,, be independent identically distributed ran-
dom variables from a distribution with pdf

% exp (;Tm;)
10 = 55T

where o > 0 and x > 0.

a) What is the UMP (uniformly most powerful) level « test for
Hy:o=1vs. HH:0=2"7

b) If possible, find the UMP level « test for H,: 0 =1vs. H; : 0 > 1.

Solution. a) By NP lemma reject Ho if

falo=2)
falo=1) "
The LHS =
L exp[ Y7
oY o]

So reject Ho if
23nexp2x —— >k

or if >>a? > k where Py,(>_2? > k) = a.

b) In the above argument, with any o > 1, get
> il 20.1

1 1 -0
2 201

and

for any 0% > 1. Hence the UMP test is the same as in a).

7.15. (Jan. 2004 Qual): Let Xq, ..., X,, be independent identically distributed random
variables from a distribution with pdf

@) =~ 2 oo (—[log(x)]z)
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where o > 0 and x > 1.

a) What is the UMP (uniformly most powerful) level « test for
Hy:o=1vs. HH:0=2"7

b) If possible, find the UMP level « test for H,: 0 =1vs. H; : 0 > 1.

Solution. a) By NP lemma reject Ho if

f(x]o = 2)
fx]o = 1)

> k.

The LHS =
o exp[ 5 > [log(x:))?]
exp[5- 3 [log(z:)]?]

So reject Ho if . L
o expl Sl (5 — 1] > ¥
or if Y [log(X;)]?> > k where Ppy,(>[log(X;)]* > k) = a.

b) In the above argument, with any o > 1, get

1 1
log(2:)]*(5 — =
and
2 207

for any 0% > 1. Hence the UMP test is the same as in a).

7.16. (Aug. 2004 Qual): Suppose X is an observable random variable with its pdf
given by f(x), z € R. Consider two functions defined as follows:

32 0<z<d4
_ ) S
Jolz) { 0 elsewhere

3V 0<x<4
_J) 16 =>4
Ji(z) { 0 elsewhere.

Determine the most powerful level « test for Hy : f(z) = fo(x) versus H, : f(z) =
fi(x) in the simplest implementable form. Also, find the power of the test when o = 0.01

Solution. The most powerful test will have the following form.
Reject Hy iff ;;Eg > k.
But ?(m) — 4273 and hence we reject Hy iff X is small, i.e. reject Hy is X < k for

(z)
some constant k. This test must also have the size «, that is we require:
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a = P(X < k) when f(z) = fo(z)) = Ok Satde = 5k,
so that k = 4a3. )
For the power, when k = 4as

P[X < k when f(x) = fi(z)] = Ok xde = /a.
When a = 0.01, the power is = 0.10.

7.17. (Sept. 2005 Qual): Let X be one observation from the probability density
function
flx) =021, 0<z <1, 6>0.

a) Find the most powerful level « test of Hy : 0 = 1 versus Hy : 0 = 2.
b) For testing Hy : 0 < 1 versus H; : § > 1, find the size and the power function of
5
the test which rejects Hy if X > g

c) Is there a UMP test of Hy : 6 < 1 versus H; : 0 > 17 If so, find it. If not, prove so.

7.19. (Jan. 2009 Qual): Let Xq, ..., X,, be independent identically distributed random
variables from a half normal HN(u, 0%) distribution with pdf

fl@) = —2—exp (ﬂ)

o V2T 202

where o > 0 and x > p and p is real. Assume that p is known.

a) What is the UMP (uniformly most powerful) level « test for
Hy:02=1vs. H :02=47

b) If possible, find the UMP level « test for Hy: 0? =1 vs. H; : 02 > 1.

Solution. a) By the NP lemma reject Ho if

flzlot=14)
ot =1) "

The LHS = ,
3 expl (2450

[(_Z(Zi—ﬂ)z)]

exp
So reject Ho if
o (3 ()] > K
or if Y (z; — p)? > k where P (D(X; — p)? > k) = a.
Under Ho, >°(X; — p)? ~ x2 so k = x2(1 — a) where P(x2 > x2(1 — a)) = a.
b) In the above argument,

—1 —1
L 05="2105>0
2 " g "
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but

—1
207 +05>0
for any o2 > 1. Hence the UMP test is the same as in a).

Alternatively, use the fact that this is an exponential family where w(o?) = —1/(20?)
is an increasing function of ¢ with T'(X;) = (X; — u)?. Hence the test in a) is UMP for
a) and b) by Theorem 7.3.

7.20. (Aug. 2009 Qual): Suppose that the test statistic T'(X) for testing Hy : A = 1
versus H; : A > 1 has an exponential(1/);) distribution if A = A;. The test rejects Hy if
T(X) < log(100/95).

a) Find the power of the test if \; = 1.

)

b) Find the power of the test if \; = 50.
c¢) Find the pvalue of this test.

Solution. E[T(X)] = 1/A\ and the power = P(test rejects Hy) = Py, (T'(X) <
log(100/95)) = Fy, (log(100/95))
= 1 — exp(—Ai 1og(100/95)) = 1 — (95/100)*.

a) Power = 1 — exp(—1og(100/95)) = 1 — exp(log(95/100)) = 0.05.

b) Power = 1 — (95/100)% = 0.923055.

c) Let Ty be the observed value of T'(X). Then pvalue = P(W < Tj) where W ~
exponential(1) since under Hy, T'(X) ~ exponential(1). So pvalue = 1 — exp(—Tp).

7.21. (Aug. 2009 Qual): Let Xj,..., X,, be independent identically distributed ran-
dom variables from a Burr type X distribution with pdf

2

flx)= 2712z e e (1—e ™)t

where 7 > 0 and z > 0.

a) What is the UMP (uniformly most powerful) level « test for
Hy:7=2versus H : 7=47

b) If possible, find the UMP level « test for Hy : 7 = 2 versus Hy : 7 > 2.

Solution. Note that
f@) =1 >0) 20 e 7 expl(r —1)(log(1 — ™))

is a one parameter exponential family and w(7) = 7—1 is an increasing function of 7. Thus
the UMP test rejects Hy if T(x) = 327, log(1 — %) > k where a = P,—y(T(X) > k).
Or use NP lemma.
a) Reject Ho if

The LHS =

2r H?:1(1 - 6—m§) i=1



So reject Ho if

=1
or .
H(l —e ") >c
i=1
or .
Zlog(l —e ") >d
i=1
where

a=Po(J[a-e7) >0

i=1
b) Replace 4 — 1 by 71 — 1 where 7 > 2. Then reject Hy if

n

H(l . 6—95?)7-1—2 > i/

i=1
which gives the same test as in a).

7.22. (Jan. 2010 Qual): Let Xj, ..., X,, be independent identically distributed random
variables from an inverse exponential distribution with pdf

f@) = 2 exp (‘79)

22
where ¢ > 0 and =z > 0.

a) What is the UMP (uniformly most powerful) level « test for
Hy:0=1versus H : 0 =27

b) If possible, find the UMP level « test for Hy : 0 = 1 versus Hy : 6 > 1.

Solution. By exponential family theory, the UMP test rejects Hy if
T(x)=->", L >k where P— (T(X) > k) = .

Alternatiif_ell;luse the Neyman Pearson lemma:
a) reject Ho if
fz|0 =2)
fx|0=1)

2" exp(—2> m%)
exp(—=>_ +)

> k.

The LHS =

So reject Ho if
1
2"exp[(—2+1) Z —]>K

Xy

or if—zmii>k:where P(=Y Lt >k) =

T
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b) In the above argument, reject Hy if

1
2" —0; +1 —] >k
espll—=+ )Y 2
or if —>° mi > k where P (=) mi > k) = « for any 6; > 1. Hence the UMP test is the
same as in a).

7.23. (Sept. 2010 Qual): Suppose that X is an observable random variable with its
pdf given by f(x). Consider the two functions defined as follows: fy(x) is the probability
density function of a Beta distribution with @ = 1 and 8 = 2 and and f;(x) is the pdf of
a Beta distribution with « = 2 and § = 1.

a) Determine the UMP level a = 0.10 test for Hy : f(z) = fo(x) versus Hy : f(z) =
fi(x). (Find the constant.)

b) Find the power of the test in a).

Solution. a) We reject Hy iff ;;Eg > k. Thus we reject Hy iff ﬁ > k. That is
2 <k, that is 1 < ko, that is 2 > k3. Now 0.1 = P(X > k3) when f(z) = fo(z), so

ks =1—+0.1.

7.24. (Sept. 2010 Qual): The pdf of a bivariate normal distribution is f(x,y) =

1 -1 z—m\’ = (y— i y—
_9 N
2moos(1— pP)I <2(1—P2) [( 1 ) p( o1 P op

where —1 < p < 1,01 > 0, 09 > 0, while z, y, 11, and po are all real. Let (X1,Y)), ..., (X, Ya)
be a random sample from a bivariate normal distribution.
Let 0(x,y) be the observed value of the MLE of 6, and let §(X,Y) be the MLE as a

random variable. Let the (unrestricted) MLEs be [y, fi2, 61, 02, and p. Then

" ri— )\ ne? Y (yvi—\®  nol
i — i — 2
T, = E ~ = A21 =n, and T3 = E ) = A22 =,

i=1 i=1

and Tzzz (Xi;ﬂl) (Yi;llz) S
1 2

i=1

Consider testing Hy : p =0 vs. Hy : p # 0. The (restricted) MLEs for p1, pi2, 01 and
o2 do not change under Hy, and hence are still equal to i1, fi2, 61, and 75.

a) Using the above information, find the likelihood ratio test for Hy : p = 0 vs.
Hy4 : p # 0. Denote the likelihood ratio test statistic by A(x, y).

b) Find the large sample (asymptotic) likelihood ratio test that uses test statistic

—2log(A(z, y)).
Solution. a) Let k = [2mo102(1 — p?)'/2]. Then the likelihood L(8) =

e (ar S (52 - (22) (22 (22
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Hence
L(é) 1 —1
= X —_—
26162 (1— )7 P \2(1— 72
1

= Brgaalt - P

[Ty — 25T + Tg])

and ) )
L(6y) = — [ +T
(%) [276169)" eXp( 5 (It 3])
1
= m exp(—n).
Thus Nz, y) =
L(éo) A2\,
= (1Y)
L(0)
So reject Ho if A(z,y) < ¢ where o = supg_o P(MX,Y) < ¢). Here O, is the set of
0 = (1, po2, 01,02, p) such that the y; are real, o; > 0 and p = 0, i.e., such that X; and
Y, are independent.
b) Since the unrestricted MLE has one more free parameter than the restricted MLE,
—2log(A(X,Y)) =~ x3, and the approximate LRT rejects Hy if —2log A(,y) > X3, 4
where P(x3 > x3,_4) = o

7.26. (Aug. 2012 Qual): Let Y7, ..., Y, be independent identically distributed random
variables with pdf

fly) =e"I(y > 0) % exp [_71(6*’ - 1)]

where y > 0 and A > 0.

A
a) Show that W =e¥ — 1 ~ 5)(3
b) What is the UMP (uniformly most powerful) level « test for
Hy: A =2versus Hy : A > 27

¢) If n = 20 and « = 0.05, then find the power [3(3.8386) of the above UMP test if
A =3.8386. Let P(xj < x3s) = 0. The tabled values below give x7 ;.

d o

0.01 0.05 0.1 0.25 0.75 0.9 0.95 0.99
20 | 8.260 10.851 12.443 15.452 23.828 28.412 31.410 37.566
30 | 14.953 18.493 20.599 24.478 34.800 40.256 43.773 50.892
40 | 22.164 26.509 29.051 33.660 45.616 51.805 55.758 63.691

Solution. b) This family is a regular one parameter exponential family where w(\) =
—1/X is increasing. Hence the level @« UMP test rejects Hy when
S (€% —1) >k where a = Po(30" (e¥ = 1) > k) = B(T(Y) > k).

i=1
A 2T(Y
c) Since T'(Y) ~ §X§m E\ )

~ X3, Hence
a=0.05=P(T(Y) > k) = P(x3 > Xlo1-a)s
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and k = x3,,_, = 55.758. Hence the power

2T(Y)  2(55.758) 2(55.758)

B = P(T(Y) > 55.758) = P(——— > Z222) = PG > =)

2(55.758)
3.8386

7.27. (Jan. 2013 Qual): Let Y7, ..., ¥, be independent identically distributed N (u =
0,0?%) random variables with pdf

= P(x3, > ) = P(x3, > 29.051) = 1—0.1=0.9.

where ¥ is real and o2 > 0.

a) Show W = Y? ~ o?y7.
b) What is the UMP (uniformly most powerful) level « test for
Hy:0?=1 versus H, : 02 > 17

¢) If n = 20 and « = 0.05, then find the power [3(3.8027) of the above UMP test if
0% =3.8027. Let P(x3 < x3;5) = 9. The tabled values below give x7 ;.

d )

0.01 0.05 0.1 0.25 0.75 0.9 0.95 0.99
20 | 8.260 10.851 12.443 15.452 23.828 28.412 31.410 37.566
30 | 14.953 18.493 20.599 24.478 34.800 40.256 43.773 50.892
40 | 22.164 26.509 29.051 33.660 45.616 51.805 55.758 63.691

Solution. b) This family is a regular one parameter exponential family where w(o?) =

—1/(20?) is increasing. Hence the level « UMP test rejects Hy when

S y?>kwherea=P (3 Y?) > k)=P(T(Y) > k).

7Y
¢) Since T(Y) ~ o?x2, 5‘2 )

~ x2. Hence
a=0.05=P(T(Y)>k)=P(x3 > X301-a):
and k = x3y,_, = 31.410. Hence the power

T(Y) 3141
>
o2 o2

31.41
3.8027

B(o) = Py (T(Y) > 31.41) = P( )

) = P(x3 >
= P(x2, > 8.260) = 1 — 0.01 = 0.99.
7.28. (Aug. 2013 Qual): Let Y7, ..., Y, be independent identically distributed random

variables with pdf
Yoo 1YY
s = w5 (2]

where 0 > 0, p is real, and y > 0.
a) Show W = Y? ~ o%x3. Equivalently, show Y2/0% ~ x2.
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b) What is the UMP (uniformly most powerful) level « test for
Hy:0=1versus H; : 0 > 17

¢) If n =20 and o = 0.05, then find the power (5(1/1.9193) of the above UMP test if
o = V1.9193. Let P(xj < x3,) = 0. The above tabled values for problem 7.27 give x7 ;.

Solution. a) Let X = Y?/0% = (V). Then Y = ov/X = t~'(X). Hence
dt=(z)

g
dx 2V

4

and the pdf of X is

o) = f () |

- [‘71 (#)] 3= = gexp(—e/2)

for x > 0, which is the x3 pdf.
b) This family is a regular one parameter exponential family where w(co) = —1/(202?)
is increasing. Hence the level « UMP test rejects Hy when

vy >kwherea=P (Y Y2 >k)=P(T(Y) > k).

Y
¢) Since T(Y) ~ o%x3,,, %

~ X5,. Hence
a=0.05=P(T(Y)> k)= P(Xio > Xéle,l—a)a
and k = x3,,_, = 55.758. Hence the power

T(Y) _ 55.758

o2 o2

, _ 55.758

Blo) = Po(T(Y) > 55.758) = P( ) =PXao > —5—)

95.758

1.9193
7.29. (Aug. 2012 Qual): Consider independent random variables Xi, ..., X,,, where
X; ~ N(6;,0%), 1 <i<mn, and o2 is known.
a) Find the most powerful test of

Hy : 0, =0,Vi, versus Hy : 6; = 6,9, V1,

= P(x3, > ) = P(x3, >29.051) = 1—0.1=10.9.

where 6,9 are known. Derive (and simplify) the exact critical region for a level « test.
b) Find the likelihood ratio test of

Hy : 0, =0,Vi, versus H; : 0; # 0, for some i.

Derive (and simplify) the exact critical region for a level « test.
c¢) Find the power of the test in (a), when 6;y = n~'/3,¥i. What happens to this
power expression as n — 0o?

Solution: a) In Neyman Pearson’s lemma, let § = 0 if Hy is true and 0 = 1 if H; is
true. Then want to find f(x|0 =1)/f(x|0 = 0) = fi(x)/fo(x). Since

n

fla) = ————exploy (i — )

exp
(V2m o) —
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H(®)  explazs Doy (@i — bi)? —1 ¢ 2 N— 2
ER e sy av G I CRLRE I

_1 n n .
exp(55[-2 D wibio+ Y b)) >k
=1 =1

202
Thus

1 n n
if — [—2 Z l’ieio + Z 9120]) > k” or if Z?:l l’ieio > k. Under HO, Z?:l XZQZ(] ~ N(O, 0’2 Z?:l 9120)
=1 =1

2im1 Xibhio
oD i O
By Neyman Pearson’s lemma, reject Ho if
2 i1 Xibio
= > Zl-a
o2 0

where P(Z < z1-0) =1 —«a when Z ~ N(0,1). )
b) The MLE under Ho is 6; = 0 for i = 1, ..., n, while the unrestricted MLE is 0; = z;
for ¢+ =1, ...,n since T; = x; when the sample size is 1. Hence

~ N(0,1).

L(6; = 0) expl5 Y1, 27 -1 ¢
Mx) = — = 2o =l =expl=— Y z] <
@) L(O;==z;) explagz 2l (@ — )7 [202 ; |
-1 &
if 507 23] < ¢, orif Y. 2? > c¢. Under Ho, X; ~ N(0,0?), X;/o ~ N(0,1), and
o2 4

=1
> X7 /o* ~ x2. So the LRT is reject Ho if Y "' | X7?/o* > x2,_, where P(W >
Xol o) =1—aif W~ x2.
c¢) Power = P(reject Ho) =

—1/3y —1/3yn
P —TL ZZ:I D/ P P —n ZZ:I > 2o | =
ovVn n2/3 o nt/o

—1/25 =
P (% > Z1—a) =P(> " X; >0z n'?)

o :
i=1
where ZXZ- ~ N(nn3 no%) ~ Nmn*? no?. So
i=1

>y Xi —n??
Vno

X 23 2/3 /3
P (ZZ:I\/_ i > 2—a — —\7/1_ ) =1—-90 (Zl—a - n ) -
n o n o

/6
1—<I>(zl_a——) —1—®(—00) =1
o

rX
~ N(0,1), and power =P (2:71 > Zl—a) =

o4



X, be iid from a distribution with pdf

as n — oo.
7.31. (Jan. 2014 Qual): Let X1, ...,
fla) = pa"",
for 0 < x < 1 where p > 0. Let Y7,..., Y, be iid from a distribution with pdf
gly) = 0y""

for 0 <y <1 where 6 > 0. Let
T, = Zlog(Xi) and Ty = Zlog(Y
i=1 j=1

=0 versus Hy : pt # 0 in terms of Ty, Ty

Find the likelihood ratio test statistic for Hy :

and the MLEs. Simplify.
Solution: L(u) = p™exp[(p — 1) > log(z;)], and

log(L(p)) = mlog(p) + (1 — 1) X log(w:). Hence

leg( et
T —I— Zlog x;) =

Or p ) log(x;) = —m or i = —m/T}, unique. Now
d*log(L -
o8(L(w) _ —m _,

dyi2 112
il —_n‘ Under Hy combine the two

Hence i is the MLE of p. Similarly = —_
Zj=1 log(Y}) 15
samples into one sample of size m + n with MLE
—(m+n)
flo =~
T+ 13

~

Now the likelihood ratio statistic
L) ™" expl(fio — 1)(3 log(X, i) + 2 1og(V))]
(6 —1) 3 log(¥;)]

A= J
L(p,0)  fmfmexpl(i— 1) Y log(X;) +

7+ exp[—(m + n)] exp[— (T + T)]

Ho
o] im0 exp(—m) exp(—n) exp[—(T1 + Tb)]

fig " exp|(fio — 1)(T1 + T»)

)ﬂ‘_‘

mémexpl(ji — 1)T1 + (0 — 1)
—(m+n) m—+n
fig ™" Tii T )
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7.32. (Aug. 2014 Qual): If Z has a half normal distribution, Z ~ HN(0,0?), then

— 2

the pdf of 7 is
2
zZ) = ex
i) %Ur(%Q
Y

where 0 > 0 and z > 0. Let X1, ..., X,, be iid HN(0, ¢7) random variables and let Y7,
be iid HN(0, 02) random variables that are independent of the X’s.
a) Find the « level likelihood ratio test for Hy : 0 = o3 vs. Hy : o} # o3. Simplify

the test statistic.

b) What happens if m = n?
Solution: a)
(5,2 6,2) — Zi:l Xlz Zi:l )/;2
1»Y2 n ) m
= 02 = op, say, then the

is the MLE of (¢%,032), and that under the restriction o%
0 2 Xi 2 Y

restricted MLE
0
0 n-—+m
Now the likelihood ratio statistic
L) o OXP [%(ZL i+ 300 y?)}
= ~2 A2\ - - ~
Lova) - rexp | g Ly o2| Fr exp | T o)
1 n+m
e [-(5] spep
&6”*” ’

- exp(—n/2) 5 exp(—m/2)
So reject Hy if Az, y) < ¢ where av = sup 2o, P(AM(X,Y) < ¢). Here O, is the set
o2 such that the X; and Y; are iid.

of 02 =02 =
b) Then
0103
)\(ar:,y): ~on <c
90
is equivalent to

010

<k
g0

7.33. (Aug. 2016 QUAL): Let & > 0 be known. Let Xj,..., X,, be independent,

identically distributed random variables from a distribution with a pdf
A
flx) = AL

for x > 6 where A\ > 0. Note that f(z) =0 for z < 6.
a) Find the UMP (uniformly most powerful) level «v test for

H(]I)\:lvs. Hl)\:2
b) If possible, find the UMP level « test for Hy: A=1vs. Hy : A > 1.
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Solution: ab)
I(z >0
5(@) = T2 D50 exp - low)
is a 1IPREF where w(\) = A\ is increasing. Hence the UMP level « test rejects Hy if
T(x)=—-> 1" x;>cwherea=P (=Y . X, >c).

7.34. (Aug. 2016 QUAL): Let X;, Xs,..., X5 denote a random sample from the
density function

LpgBe—="/0 x > 0;

RS e

where € > 0 is an unknown parameter.

a) Find the rejection region for the most powerful (MP) test of Hy : § = 2 against
Ha:0=0q, 0, >2 at a =.05. (Hint: X}/0 ~ Exponential(1).)

b) If you observe 21121 r} = 46.98, what is the p-value?

c¢) Suppose we decide to reject Hy at level a = 0.05, then what is your decision based
on part b)?

d) What is the approximate power of your MP test at ¢, =5 ?

e) Is your MP test also a uniformly most powerful (UMP) test for testing Hy : 0 = 2
versus H4 : 8 > 27 Give reasons.

d o

0.034 005 01 025 075 09 095 0975 0.99
15| 6.68 7.26 855 11.04 19.31 2231 25.00 27.49 30.58
30 | 17.51 18.49 20.60 24.48 34.80 40.26 43.77 46.98 50.89
40 | 25.31 26.51 29.05 33.66 47.27 51.81 55.76 59.34 63.69

Solution:

An easier way to do much of this problem is to not that the distribution is a 1IPREF
with w(f) = —1/6 an increasing function of 6 and #(x) = z*. Hence reject H, if
> Xi >

a) We can use the Neyman-Pearson Lemma for specifying the rejection region. Let
R represents the rejection region.

f(x[01)
f(x[60)
Falo) IR et o, g —a
Fixo=2) ~ g aareete ) o g 2

XeR if > k=

9 g, _9 J5 15
Since 61 > 2, then (—)nexp{ 129 fo} >k:(:>2xf>c
! i=1

0
1 i=1

So

15
R={X:) X!>c}
i=1

o7



We should determine the ¢ in such way that the size of the test be equal av = .05. i.e.,

15
Py(X€R)=a =Py X!>c)=.05
i=1
From the hint, we have ZZ L 914 ~ Gamma(15,1) or 23°1°, 9—5 ~ X{a0), and since O = 2,

therefore Zi:l X!~ X(go ; hence we can conclude that ¢ = X(307 0.05)=43.77. Or

15
R={X:) X}>4377}.

i=1

15
p-value = sup Py( ZX‘* > 46.98) = Ppa () | X > 46.98) = 0.0249

900 o i=1

c)

Since p — value < «a, we reject the null hypothesis in favor of H4. Or 215 X! =
46.98 > 43.77, so reject Hy by a).

d)

Note that the power function is given by

15

15
B(0) = Py(X € R) = Py(D>_ X} > 43.77) Z

=1

43 77

=P(W > 2—43;7)

where W has chi-square distribution with 30 degree of freedom. Then, we can compute
the power of the test as follows
43.77
B0 =5)=P(W > 2T) = P(W > 17.5) = 0.966

e)

Let T = >.°, X?, then from the hint, it can be shown that T ~ Gamma(15,6), with
density function

(tw) 1 1 t146—t/9
(15) 615

Now, let 65 > 6;, then it can be shown that the family of pdf { f(¢]0),6 € ©} has a MLR.
That is, the ratio

fr(t]62) _ (91)156t(——9L)

fr(tl6y) "6
is a increasing function of ¢t. Then, by applying the Karlin-Rubin Theorem we can
conclude that the MP test given in part a) is UMP test for Hy : 0 = 2 versus Hy : 6 > 2.
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7.35. (Jan. 2018 Qual): As in Problem 5.55, let Xj,..., X, be iid from a Ku-
maraswamy distribution with pdf

Fl@) = 0271 (1 — 20!

where 0 > 0 is known, 3 > 0, and 0 < z < 1. Then Y = —log(1 — X%) ~ EXP(1/53)
with E(Y) = 1/3, and if 3 = 0.5, then — " log(1 — X?) ~ x2,. Find the uniformly
most powerful level « test for Hy : § = 0.5 versus H; : § > 0.5.

Solution: As in Problem 5.55a), this family is a IPREF with w(3) = —1 increasing
and ¢(z) = log(1 — 2?). Hence the UMP level « test rejects Hy if Y 5, log(1 — X?) > k
where a = P53 7 log(l — X?) > k) = P(x3, < —Fk) with —k = x3,, where
P(X3, < X3na) = .

7.36. (Jan. 2019 Qual): Let X ~ binomial (2,6). Consider tests for

1 3
H0:9:§VersusH1:9:Z.
Consider the most powerful (MP) test using the Neyman-Pearson Lemma when
(a) k =.2,.5,1,2.2; find the size of the MP test for each value of k.
(b) Consider k = .75; how do you find size of the MP test for this case?

Solution: Using the Neyman Pearson lemma gives reject Hy if the ratio vy > k. Take

7 = 0 since we are finding the level o = P j5(reject Hy) which depends on k.

Table 1:

x 0 1 2
ratio 2 1/4 3/4 9/4

a) Refer to Table 12.1: k =0.2: a = P /»(X =0,1,2) = 1 (always reject Hy)
k:05a:P1/2(X:1,2):3/4
kzloé:Pl/g(X:2):1/4

(k=2.5: a =0 (never reject Hy))
7.37. (Jan. 2019 Qual): a) Suppose the likelihood function

AN H 1) exp[—A(R; + 1)(z; — p)?]] where A, m, u and the R; are known,

A >0, and I’Z > wfor e =1,...,m. Find the maximum likelihood estimator of .

b) Let W, = >0 (R, + 1)(17Z w)?. Tt can be shown that 2AW,,, ~ x2 . Consider a
level @ = 0.1 test of Hy : A =5 versus Hy : A # 5. If m = 20 and W,,, = 5.7 would you
fail to reject Hy? Explain.

Let P(x3 < x7;5) = 0. The tabled values below give x7 ;.
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d o

0.01 0.05 0.1 0.25 0.75 0.9 0.95 0.99
20 | 8.260 10.851 12.443 15.452 23.828 28.412 31.410 37.566
40 | 22.164 26.509 29.051 33.660 45.616 51.805 55.758 63.691

Solution: a) Show that the MLE is A = m/W,, where W,, is defined in b).

b) Fail to reject Hy if 2AW,,, € [26.509, 55.768]. Since 2(5)5.7 = 57, reject Hy.

Note that a y2, random variable is approximately symmetric (approximately normal),
and to get a rejection region with o = 0.1 from the table, you need to use 6 = 0.05,0.95.
So reject Hy if 2AW,,, < 26.509 or if 2A\W,,, > 55.768.

7.38. (Jan. 2019 Qual): Suppose Y1, ..., Y, are iid from a distribution with probability

mass function f(y) = 7 for y = 1,...,0 where 6 is a nonnegative integer. Then the
likelihood function 1

L(8) = 2100 > V)0 € 7)
where Y{,y = max(Y1,....,Y,), Z is the set of integers, the indicator function

I e A)=1if0 € A, and I(f € A) = 0if § € A. Consider the likelihood ratio test
(LRT) for Hy : 0 < 0y versus Hy : 0 > 0y where 6 is a known positive integer.
a) Find the likelihood ratio test statistic if 0y > Y.
b) Find the likelihood ratio test statistic if 6y < Y{»). Do you reject Hy or fail to reject
Hj in this case? Explain.
Solution: Note that L(f) > 0 for 6 = Y.y, Yn) + 1, Y +2,..... Hence the MLE
0 = Y. If 09 > Y, then under Hy, L(6) > 0 for 6 = Y{,,), Y(n) + 1, Y + 2, ..., L(6p).
Hence 6, = Yiny if 0y > Y. If Y,y > 6, then Hj is not true, but L(0) = L(1) = --- =
L(6y) = 0. Hence 0o = jforany j=1,...,00 if Y,y > 0. We will take Oy = 0, if Y > 6o
since 0y will be the j closest to 6. )
L(6o) L)
> = = =
a) If 6y > Y(,,), then \(y) L(an)) LVon) 1.
L(Qo) SUPQGQOL(Q) L(eo) .
b) If 6y < Y, then A(y) = I0) ~ L) L) 0, and reject Hy.
Note: if H is true, then P(Y{,) = 6y) — 1 fast as n — oo. Under a) fail to reject Hy
and under b) reject Hy since A(y) € [0, 1]. No error is made under b), and the probability
of an error goes to 0 fast as n — oo under a).
7.39. (Sept. 2022 Qual): Let (X;,Y;) be independent identically distributed random

variables with pdf

perte) = - (0+3)]

for ¢+ =1, ...,n where the constant § > 0, y > 0 and = > 0.

a) Find the maximum likelihood estimator (MLE) of 6.

b) Give the level « likelihood ratio test (LRT) for the null hypothesis Hy : § = 1 versus an

alternative hypothesis H; : # # 1. Do not find the distribution on the LRT test statistic.
Solution: a)

L(0) = H fxy (i, yi) = exp(—@in - %Zyz)
i=1 i=1 i=1
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Hence

Thus 0 is the MLE.
b) Since 6y = 1,
L) exp(— Y @ — Y0 ) )
L(0) exp(— %i z D iy T — %i Z 2 i1 Yi)

exp(— Z?:l Li — Z?:l Yi)
eXp(_2\/Z?:1 i Z?:l Yi)
Then the « level LRT rejects Hy if A < ¢ where a = P;(A < ¢).

7.40. (Feb. 2023 Qual): Let Yj,...,Y, be iid from a distribution with probability
mass function

e=? v
fly) = A=yl

fory =1,2,3,... where § > 0. Find the uniformly most powerful level @ test for Hy : 0 = 1
versus H; : 0 > 1.
Solution:

o) =Tl € {13 5

is a 1P-REF. Thus © = (0,00), n = log(f) and Q = (—o0, 00). Since w(f) = log(d) is
increasing, the UMP level « test rejects Hy if T'(y) > k and rejects Hy with probability
v if T(y) = k where a = Py, (T(Y) > k) + vPs,(T(Y) = k) where 6y = 1 and T(Y) =
LY

7.41. (Jan. 2024 Qual): Suppose Xj, ..., X,, are iid Uniform (¢; = o — 3,02 = a + [3)
random variables with pdf f(x) = 1/(208) if a — § <z < a4 where 0, < 0, § > 0, and

« is a real number. Then the likelihood L(«, 5) = Ia=B<zqa) <xm < a+b).

— expllog(9)y]

(28)"
Thus z(,) — 21y < 7 = 28 and the maximum likelihood estimator of 7is 7 = X;,,) — X(y).

Hence §§ = 7 /2 regardless of the value of . Then the profile likelihood

A Tn) — T Tip) — T
Lp(a) = L(a,B) = cl (a—%ﬁz(l)ﬁz(n) <q4 w0 5 (1)),
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~

and it can be shown that the MLE & = (X() + X(,,))/2. Then L(&, 3) = 1/[X(n) — Xo|"
since the indicator for L(d, () is equal to one.

Consider the likelihood ratio test (LRT) for the null hypothesis Hy : o = 0 versus
an alternative hypothesis H; : o # 0. If Hp is true, then the X; are iid U(—(, ().
Then &g = 0 and it can be shown that BO = Z = max(—Xq), X)) with likelihood
Lo (o, Bo) = 1/(2Z)" since the indicator is equal to one. Let A(a) be the likelihood ratio

test statistic. It can be shown that —2log A(x) KA X5. Assume this approximation is

good for n = 6. Let the critical value for the following o = 0.05 test be x3(0.05) = 5.99.
Suppose the ordered data from the uniform distribution are —0.4, —0.3, —0.2,0.3,0.4, 0.5

with n = 6. Compute —2log A\(x). Does the LRT reject Hy or fail to reject Hy? Explain.
Solution.

Lo(6o, Bo) 1/(22)" {X(n) - X(l)r _ [ 0.5 — (—0.4))} ‘

ANx) = = —
@) L&, 3) Y[ Xw— X" 27 2 max(0.4, 0.5

= (0.9)° = 0.5314. Hence —2log A(x) = —210g(0.5314) = 1.2643 < 5.99. Fail to reject
Hy.

7.42. (Aug. 2024 Qual.) Let Y;,..., Y}, be iid exponential (\) random variables where
A > 0.

a) Find the « level likelihood ratio test (LRT) for Hy : A=1vs. Hy : A # 1.

b) If A(y) is the LRT test statistic of the above test, use the approximation

—2log \(y) ~ X

for the appropriate degrees of freedom d to find the rejection region of the test in useful
form if o = 0.05. Use the table shown below.
Let P(x7 > X3;5) = 0. The tabled values below give x3 s (the upper tail cutoff).
d o

0.01 0.025 0.05 0.1 0.15 0.25
1] 6.63 5.02 384 271 207 132
921 738 5.99 4.61 3.79 277
3111.34 935 7.81 6.25 532 4.11

Solution: a) A=Y, Ao =1, L(A) = (1/A")e” =%/ and

\)

L(S\O) 6—2111' @)ne—Zyi

)\ - = — — =
(v) L(\) ﬁe—Zyi/y P

= (@) = (@e T,

Reject Hy if A(y) < ¢ where o = Pi(A\(y) < ¢).
b) d = 1, reject Hy if —21og(A(y)) > X3 0.05 = 3.84 where P(x3 > x1¢.,5) = 0.05.
7.43. (Jan. 2025 Qual): Suppose X, ..., X, are iid EXP(\) and Yj,...,Y,, are iid
EXP(2u) where the X; and Y; are independent.
a) If 4 = A, then the likelihood

1 1 m 11 -1 - -
L )\ - — 2ui=1 Xi/>‘ _ijl YJ/(2>‘) = — —_— 2 XZ Y
(A) A (2)\)m6 ¢ om  \n+m exp 2\ ; + ; J
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Find the MLE of A.
b) Find the likelihood ratio test statistic for testing Hy : = X versus Hy : p # .
Simplify the test statistic.

Solution. a) log(L(\)) = —(n + m) log(A <2 Z Xi+ Z Y) . Thus

dlog(A —(n+m) set
s _ o <2zx+zy)

n m 1 22?:1 XZ + Zmzly;
So 2 Xi+ YL Y =2(n+m)Aor A= 2(n—|—m)J

, unique.

d*log(\) ,  n+m  2(n+m) —(n+m) 0
A\2 |)\_ 5\2 - 5\2 - 5\2 < U.

L(A,ulw,y)zﬁexp( Z /N G ) exp(— ZY/Q,U

Since A = X and 2u =Y, we have fi = Y /2. Thus
1

L il y) = —— exp(— 3 X,/ X)——— exp(— 3V} /¥) =
(X)" Z (2Y/ Z
L1
X)) (Y)m
Now let Ao be equal to the A given by a).
L) = LO|2,y) = o ZX 3 Lt
0 0 Yy 2m )\n—l—m - 2m )\n—i—m .
Thus the likelihood ratio test statistic
Loz, y 1 1 — ., ~um
Ma.y) = 2202Y L L gy,

LA ilz,y) 2" MG+

3. (Aug. 2003 Qual): Let X, ..., X, be a random sample from a population with
pdf

9‘,2971
O<z<3
= 39
f(x) { 0 elsewhere

B

The method of moments estimator for 8 is T;, = 3

a) Find the limiting distribution of /n(T,, — 6) as n

[

.
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b) Is T}, asymptotically efficient? Why?
c¢) Find a consistent estimator for § and show that it is consistent.

Solution. a) E(X) = thus

o
V(X = BE(X)) 2 N(0, V(X)), where
V(X) = %. Let g(y) = 3%, thus ¢'(y) = ﬁ Using the delta method,

(T, — 0) 2 N0, 2002,
b) It is asymptotically efficient if \/n(7,, — 0) e N(0,v(0)), where

d
0
v(f) = %)
—E(gzlnf(z]0))
But, E((W lnf(:v|9)) . Thus v() = §% # 20F1°
X — 2% in probablhty Thus T, — 6 in probability.
9+1

8. (Sept. 2005 Qual): Let X, ..., X, be independent identically distributed random
variables with probability density function

flx) =021, 0<z <1, 6>0.

1
a) Find the MLE of 0 Is it unbiased? Does it achieve the information inequality

lower bound?

1
b) Find the asymptotic distribution of the MLE of i

c¢) Show that X, is unbiased for

lower bound?

. Does X,, achieve the information inequality

6
6+1
1 _
d) Find an estimator of 7 from part (c) above using X,, which is different from the

MLE in (a). Find the asymptotic distribution of your estimator using the delta method.

e) Find the asymptotic relative efficiency of your estimator in (d) with respect to the
MLE in (b).

8.14. (Sept. 2022, Aug. 2018, Aug. 2015 Quals ): Let Xi,..., X, be iid with cdf
F(z)=P(X <xz). Let Y; =
I(X; < z) where the indicator equals 1 if X; < x and 0, otherwise.

a) Find E(Y;).

b) Find VAR(Y;).

1
c) Let F = —Z (X; < z) for some fixed real number x. Find the limiting
n

distribution of v/n < g — ) for an appropriate constant c,.
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Solution: Y; ~ bin(n = 1, F(x)) since an indicator random variable Y; takes on values
0 and 1, so Y; ~ bin(n = 1,p) with p = to the probability of the indicator event:
p=PX;, <z)=F(x).

a) BE(Y;) =np=1F(x) = F(X)

b) V(¥) = p(1 — p) = F@)[1 - F(x)]

c¢) Then

~

Vi (Bulw) = Fl@) 2 N0, F ()1 - F())

by the CLT since F,(z) = Y, and the Y; are iid.
8.17. (Jan. 2025 Qual): Suppose that Yi,...,Y, are iid with E(Y) = (1 — p)/p
and VAR(Y) = (1 — p)/p? where 0 < p < 1. a) Find the limiting distribution of
. 1-
NG (Yn S )
p
b) Find the limiting distribution of v/n [g(?n) — p] for appropriate function g.
Hint: want g(u) such that g((1—p)/p) = p. So set u = (1— p)/p and solve for p = g(p).
Solution,

)—>N(01 )bytheCLT
p?

1—p 1 1 D
b = ——=——1so0 By the delta method, =
) 1 g p P g(p). By j f(l( )—9(1))

N(0, 272) wh - . Now ¢'(u)= —(1+p) = ——— Th
(0,[¢'(1)]?7?) where 72 = (1 — p)/p*. Now g¢'(1) du( + 1) TEnE us

(5 ] -t
I\ 1+ L2 T lonr T

Since g(i) =p, v [ g(YV,) — p] = N O,p—i(l—p) ~ N(0, p*(1 = p)).
p

8.27. (Sept. 2005 Qual): Let X ~ Binomial(n,p) where the positive integer n is
large and 0 < p < 1.

X
a) Find the limiting distribution of v/n ( — = )
n

2
b) Find the limiting distribution of v/n [ (E) — p? ] .
n

x\* X
c¢) Show how to find the limiting distribution of [ (—) - — ] when p =
n n

s

(Actually want the limiting distribution of

(G -] -w)
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Solution. a) X 2 " Y; where Y7, ..., Y, are iid Ber(p). Hence
=1

VA = ) 2 (T — ) 2 N0, p(1 - ).

n

b) Let g(p) = p?. Then ¢'(p) = 2p and by the delta method and a),

v [(f)z—ﬁ] =vn (g(%)—g(p)) -

N(0,p(1 = p)(¢'(p))*) = N(0,p(1 — p)4p*) = N(0,4p>(1 — p)).

c) Refer to a) and Theorem 8.30. Let § = p. Then ¢'(f) = 30> — 1 and ¢”(6) = 66.
Notice that

9(1/V3) = (1VBP ~1/VB= (1 VB)(; — 1) = = =

3v3
Also ¢'(1/v/3) = 0 and ¢"(1/v/3) = 6/V/3. Since 7(p) = p(1 - p),
201/\/3) = (1 L
TA(1/V3) = 3(1 \/g)‘

Hence

[(5)- ()] HHo- i-v-

8.28. (Aug. 2004 Qual): Let X, ..., X, be independent and identically distributed
(iid) from a Poisson(\) distribution.
a) Find the limiting distribution of v/n ( X — X ).

b) Find the limiting distribution of \/n [ (X)? — (A)? ].

Solution. a) By the CLT, y/n(X — )\)/\/)\ = N(0,1). Hence v/n(X — \) i N(0,N).
b) Let g(A) = A so that ¢'(\) = 32 then a[(X)? — (A\)}] 2 N(0,A\[¢/(\)]?) =
N(0,9)%).

8.29. (Jan. 2004 Qual): Let Xi,...,X, be iid from a normal distribution with
unknown mean g and known variance o2. Let X = Z:TlX and S? = L3 (X;—X)2.

a) Show that X and S? are independent.

b) Find the limiting distribution of \/n((X)? — ¢) for an appropriate constant c

Solution. a) X is a complete sufficient statistic.

Also, we have (n—gig)sz has a chi
square distribution with df =

n — 1, thus since o2 is known the distribution of S? does
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not depend on i, so S? is ancillary. Thus, by Basu’s Theorem X and S? are independent.

b) by CLT (n is large ) v/n(X — u) has approximately normal distribution with mean
0 and variance o2, Let g(x) = 2?, thus, ¢'(z) = 322. Using delta method /n(g(X) —

g()) goes in distribution to N(0,0%(g (1))?) or \/5(73 — ) goes in distribution to
N(0,0%(31%)?).

8.34. (abc Jan. 2010 Qual): Let Y3, ..., Y, be independent and identically distributed
(iid) from a distribution with probability mass function f(y) = p(1—p)¥ fory =0,1,2, ...
and 0 < p < 1. Then E(Y) = (1 — p)/p and VAR(Y) = (1 — p)/p%.

_ 1 —
a) Find the limiting distribution of v/n ( Y — _=f )
p

b) Show how to find the limiting distribution of g(Y) = 7
(This bad notation means find the limiting distribution of y/n ( (Y')—c) for some constant
c.)

¢) Find the method of moments estimator of p.

d) Find the limiting distribution of v/n ( (1+Y) — d )
for appropriate constant d.

e) Note that 1 + E(Y) = 1/p. Find the method of moments estimator of 1/p.

_ 1 — 1—
(=) e )
p p
by the CLT.
1

¢) The method of moments estimator of p is p = o

d) Let g(6) = 1460 so ¢'(8) = 1. Then by the delta method,

vi (o= oS0 ) 2 (020

Deduce it completely.

Solution. a)

or
Jn ((1+Y)— —) EN(O, 2”).
p p
This result could also be found with algebra since 1+7—% =Y +1- % Y + ”T =
5

p

e) Y is the method of moments estimator of E(Y) = (1—p)/p, so 1+Y is the method
of moments estimator of 1 + E(Y) = 1/p.

8.35. (Sept. 2010 Qual): Let X, ..., X,, be independent identically distributed ran-
dom variables from a normal distribution with mean p and variance 0.

a) Find the approximate distribution of 1/X. Is this valid for all values of pu?
b) Show that 1/X is asymptotically efficient for 1/u, provided p # p*. Identify p*.
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Solution. a) v/n(X — ) is approximately N(0,0%) Define g(z) = 1, ¢'(z) = =
Using delta method v/n(+ — %) has approximately N (0, Z—j) Thus 1/X is approximately
N(L, ), provided u # 0.

w? np?
1

b) Using part a) = is asymptotically efficient for % if

L
? (7' ()’
- 2
B (B reom)
(1) =
() =2
In f(z|p) = 5 In2m0? (mz_‘;)z
d * BEX —p)? 1
B|awioxm] =20
Thus 9
(7'(1) _ o

B[ mrcem] "

8.36. (Jan. 2011 Qual): Let Yj,...,Y,, be independent and identically distributed
(iid) from a distribution with probability density function

fly) = 2—‘2

for 0 <y <0 and f(y) = 0, otherwise.
a) Find the limiting distribution of \/n ( Y —c¢ ) for appropriate constant c.
b) Find the limiting distribution of v/n (log(Y ) — d ) for
appropriate constant d.
c¢) Find the method of moments estimator of §*.
Solution. a) E(Y*) = 29k/(k;+ 2)so E(Y)=20/3, E(Y?)=0?/2 and V(Y) = §*/18.

— 2
So v/ (Y—é) BN(O,%) by the CLT.
b) Let g(7) = log(7) so [¢/(T)]? = 1/7% where 7 = 20/3. Then by the delta method,
D

_ 20 1
c) OF = EE2 S vk,
8.37. (Jan. 2013 Qual): Let Yj, ..., Y, be independent identically distributed discrete
random variables with probability mass function

r+y—1

fy =P =)= ("

)p“(l —p)*
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. where positive integer r is known and 0 < p < 1. Then

fory=20,1,..
E(Y)=r(1-p)/p, and V(Y) = (1~ p)/p*. !
a) Find the limiting distribution of \/n | Y — u )
p

b) Let g(Y) = % Find the limiting distribution of v/n ( g(Y) — ¢ ) for appro-
T

priate constant c.
c¢) Find the method of moments estimator of p.

— 1— 1-—
Solution: a) v/n (Y - r(’%p) ) N (0, r( e '0)) by the CLT.

b) Let 8 = r(1 — p)/p. Then

T Y
ge —_= —_=
O A T

):p:c.

Now )
—r —r —rp

g(0) = 2 r(1-p)\g 2
THOE eioEE

SO 2.4 4
rpt p

Hence by the delta method

ﬁ(g(?)—p)ﬂN(Of“pQ”)ﬁ—i) =N(O,M)-

OYEr(1—p)porpY =r—rpor pY +rp=rorp=r/(r+7Y).
8.38. (Aug. 2013 Qual): Let X, ..., X,, be independent identically distributed uni-

form (0,0) random variables where 6 > 0.
a) Find the limiting distribution of \/n(X — ¢) for an appropriate constant ¢y that

may depend on 6. B
b) Find the limiting distribution of \/n[(X)? — kg| for an appropriate constant ky that

may depend on 6.
Solution: a) By the CLT,

G (x-0) o (o).

b) Let g(y) = y* Then ¢'(y) = 2y and by the delta method,

vn (72—@)2):% (ff;):ﬁ (g@—g(g))ﬂ

2
0 0., 62 462 6!
V(0.5 wGr) =~ (0.5 ) =~ (05)-
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8.39. (Aug. 2014 Qual): Let Xj, ..., X, be independent identically distributed (iid)
beta(/3, ) random variables.

a) Find the limiting distribution of \/n( X, — @ ), for appropriate constant 6.

b) Find the limiting distribution of \/n( log(X,) — d ), for appropriate constant d.
. 32 1

Solution. a) E(X;) = 3/(8+ () = 1/2 and V(X;) 9P 123 1)

1
83+4 So
— 1 D 1
(%) 2 g)
by the CLT.

b) Let g(x) = log(x). So d = ¢g(1/2) = log(1/2). Now ¢'(z) = 1/x and (¢'(x))? =
1/22. So (¢'(1/2))* = 4. So

— D 1 1
vn(log(X,) —log(1/2) ) = N (0, 714 4) =N (0, T 1)

by the delta method.

8.40. (Jan. 2018 Qual): Let Xj, ..., X, be a random sample of size n from U(0, 20).

a) Find a minimal sufficient statistic for 6.

b) Is the minimal sufficient statistic found in part (a) complete? Please justify your
answer.

c¢) Find the limiting distribution of \/n(X — ¢) for an appropriate constant c.

d) Find the limiting distribution of \/n(log(X) — d) for an appropriate constant d.

e) Let T = aX be an estimator of § where a is a constant. Find the value a such that
minimizes the mean square error (MSE). Show that your answer is the minimizer.

Solution: a) Suppose statistic 7'(X) is a minimal sufficient statistics, then the ratio

;g'ﬁg does not depend on 6 if and only if T'(X) = T(Y). Here, the ratio is given as

f(X|9) (1/9)nI{X(n)<29}I{X(1)>9}

FY10) — (1/0) Iy, <20y [vy>0)

This ratio does not depend on 6 if and only if X(;) = Y(;) and X(,) = Y{,,). Therefore,
T(X) = (X(1), X(n)) is a minimal sufficient statistics.
b) T(X) = (X(1), X(n)) obtained in part (a) is not complete, since

1 1
n + X n -+

FE — X
(n—I—Q @) 2n+1 )

) =0

but +1 +1
n n

— X, =0 1.
n+2 @) 2n+1 (n) ) #

c) We have F[X]| = 32—9 and Var(X) = 02

12°

B(
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Therefore \/n(X — %) 2, N(0 %) by the CLT.

d) Let g(z) = log(z) so (¢'(z))? = 1/2? where x = 2. Then by using the delta
method we have

30

Vi (1og(X) ~ loa(3)) 2 N(0. 5

37

e) Note that

MSE(T) = Var(T) + (E[T] — 0)*
=Var(aX) + (ElaX] — 6)?
5 02 3a 2 _ a’6? N (3a — 2)?

=g, TG00 =1, 1

62
12n

then, we can minimizes MSE with respect to a as follows

dMSE(T)  2a6? N 6(3a — 2)

2
da 12n 4 f

by setting the derivative equal to zero and solving, we get a = 141r8277ln' This is a global
minimum, because

PMSE(T) 20> 18,
da? 1o T ZQ > 0.

8.41. Let Y, ~ Poisson(n).
Y,

a) Find the limiting distribution of v/n ( ——1 )
n

(5]

b) Find the limiting distribution of v/n

Solution. a) Let Y, 2 > X, where X; are iid Poisson(1), then by central limit

=1

theorem, we have
&
NG (—— 1) 2 N(0, 1).
n

b) Let g(t) = t%,¢'(t) = 2t # 0. Using the Delta method, we have

vn [(—)2— 1] 2 N(0,1(21)%) ~ N(0,4).

n
8.42. (Sept. 2022 Qual): Let Yi,...,Y, be iid uniform U(#,20) for # > 0 and iid
U(26,0) for 6 < 0.
a) Find the limiting distribution of \/n| Y — ¢| for appropriate constant c.
b) Find the limiting distribution of \/n[ (Y))? — d] for appropriate constant d.
Solution. E(Y) =360/2 and V(Y) = 62/12.
a) V(Y —360/2) 2 N(0,6%/12) by the CLT
b) Let g(p) = p?, ¢'(1) = 2u, and ¢’'(360/2) = 30. Then by the delta method,

Vil (V) = g(36/2)] = N(0, [¢'(36/2)°6°/12), or
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— 90*1 p 96%6> 994 304
2 - ~ . ~ .
\/ﬁ[(y) : ] —>N(0, > ) N(O, 12) N(O, : )
8.43. (Jan. 2024 Qual): Let @, ..., x) be iid with E(x) = p where x is p x 1. Let
n = floor(k/2) = |k/2] be the integer part of k/2. So floor(100/2) = floor(101/2) =
50. Let the iid random variables W; = ar;2Z lar;gZ fori=1,...,n. Hence Wy, W5, ..., W,, =
Tl Xy, 3T, ..., T3, Ty, Then E(W;) = p"'pp=62>0 and V(WZ) =03
a) Find the limiting distribution of /n(W — ).
b) Find the limiting distribution of /n(V W — V).
Solution.
a) V(W — 0) 2 N(0,02,) by the CLT.
b) Let g(6) = v with ¢'(6) = 0.50=°%. Then v(VIW — V@) 2 N(0,02,[¢'(6)]%) ~
N(0,0.2507,/6) by the delta method provided 6 > 0.

8.44. (Aug. 2024 Qual): Let Wy,..., W, be iid random variables with probability
density function (pdf)

3 2
fw|\) = %e_wa/’\ if w >0,
and f(w|\) = 0, elsewhere, where A > 0. Use E(W?3) = ),
1 1/3 2 2 1 2\ 12/3
w=EW)= §F(1/3) AP and of = V(W) = §F(2/3) - §[F(1/3)] A2,
a) Find the method of moments estimator S\MM of A based on Wy,..., W,.

b) Give the asymptotic behavior of v/n(Aya — A) as n — oo. Derive the answer
which is given in simplified form in e). Hint: use the Delta Method with

o) = {rfi%f -

¢) Find the maximum likelihood estimator S\MLE of A based on Wy,...,W,.
d) Give the asymptotic behavior of \/_()\MLE —A) as n — oo. A
) Find the asymptotic relative efficiency of Aysps relative to Ay g (Assume /n( Ay —
A) 2 N(0,1.18884)2).)
Solution. a)

Tx-r S€ 1
W< gr(1,3)W3

=[]

b) By the CLT, /n(W — p) i N(0,02). By the Delta Method, v/n(g(W) — g(i)) =
)

gives

2

,:3,u23:81,u2_811 il 9 e
g () 3&(1/3)] (/3 ~ TBF - [FA/3)P [ Ha/s» ] -
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Thus

122 9 2322_ 81 a3 (2 1 2\ \2/3 _
o 0o? = || o - (3res - girasspe) v -

81 2 1 2\ \2 12
AT (gr(z/g) —5[0a/3) ) A2 = A2,

Thus a(Aywr — A) = N(0, eA?).
¢) Note that L(\) = (a/\")e” =%/} and log(L()\)) = d — nlog(\) — Zw?/)\. Thus

d log(L(N) _ 3/\2
o= A Y w0,

n
~ 1 .
or A\MLE = — E Wf, unique. Now
n
i=1

d* log(L(})) 2 3/\3 12 /33 12
T:”/)‘ _22%/)\ 5 =n/A" =2nA/N° = —n/\° < 0.

d) The family is a 1IPREF. Now log(f(w|)\)) = log(3w?) — log(\) — w3/, and

d log(f(w|A) _ -1 +w3

dA A A2
So
® log(fw]\) _ 120
d\? A2 a3
and 1 2EWY -1 24 1
MV=gmt—w =wtw=w

Thus v/A(Ayze — A) 2 N(0,1/11(N) ~ N(0, \2).
e) ARE()\MM,)\MLE) = )\2/6)\2 = 1/6 = 1/1.18884 =0.8412 <1
9.1. (Aug. 2003 Qual): Suppose that X, ..., X,, are iid with the Weibull distribution,

that is the common pdf is

bob—1, -2
27 e O<2x
) =< a
/() { 0 elsewhere

where a is the unknown parameter, but b(> 0) is assumed known.

a) Find a minimal sufficient statistic for a.
b) Assume n = 10. Use the Chi-Square Table and the minimal sufficient statistic to

find a 95% two sided confidence interval for a.

Solution. a) Y. | X? is minimal sufficient for a.
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b) It can be shown that XTb has an exponential distribution with mean 1. Thus,

%ﬁm is distributed x3,. Let X%n,a/2 be the upper 100(%@)% point of the chi-square
distribution with 2n degrees of freedom. Thus, we can write

2> X7
a

l-—a= P(X%n,l—a/2 < < X%n,a/2)

which translates into

Y

2 XD 25, XY
X%n,a/2 X%n,l—a/2

as a two sided (1 — «) confidence interval for a. For a = 0.05 and n = 20, we have
X%n,a/2 = 34.1696 and X%n,l—a/2 = 9.59083. Thus the confidence interval for a is

Y XD Y XY
17.0848 ' 4.795415 ) -

9.12. (Aug. 2009 qual): Let Xj,..., X, be a random sample from a uniform(0, )
distribution. Let Y = max(Xy, Xo, ..., X,,).

a) Find the pdf of Y/6.

b) To find a confidence interval for 8, can Y/ be used as a pivot?

c¢) Find the shortest (1 — a)% confidence interval for 6.

Solution. a) Let W; ~ U(0,1) for i =1,...,n and let T,, = Y/#. Then
P(g <t)=P(max(Wy,...W,) <t)=
P(all W; <t) = [Fw,(t)]" =t" for 0 < t < 1. So the pdf of T}, is

d n __ n—1
fr.(t) = %t =nt

for 0 <t < 1.
b) Yes, the distribution of T,, = Y/# does not depend on 6 by a).

c) Not sure this is shortest. Let W; = X;/0 ~ U(0,1) which has cdf Fyz(t) =t for
0<t<1 Let Wy = X(,,y/0 = max(Wy,...,W,,). Then

Xn :
Fiy (£) = P(—g < 1) = ¢
for 0 <t < 1bya).
Want ¢,, so that
Xn)
P(c, < <l)=1-a

- 40
for 0 < a<1. So
1-Fy,,(cn)=1-a or 1-cp=1-a
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or
Cp = /™,

(X<n) )(l(n))
) Q /n
is an exact 100(1 — «)% CI for .

9.14. (Aug. 2016 Qual, continuation of Problem 6.44):

a) Find the distribution function of %, and use it to explain why this is a pivotal
quantity. N N

b) Using this pivotal quantity, derive a statistics 6, such that P(0;, < 6) = 0.9.

¢) Find the method of moments estimator of . Is this estimator unbiased?

d) Is the method of moments estimator consistent? Fully justify your answer.

e) How do you think the variance of anQA compares to that of the method of moments
estimator, and why?

f) What is the MLE of 7 Is the MLE consistent?

Solution: R

a) Refer to 6.44 c). Let Y = &, then we have

Then

Fy(y)=PY <y)= P(g <y) = P(0 < by) = P(Xy < 0y) = Fx,, (0y)
9 4n 1 4n
=1- (@) =1- (;)

As it can been seen, the distribution of g is independent of any parameter, and that is
the definition of a pivotal quantity.
b)

First, let us to find a b value such that

) 1\4n
P(5 <) =09=1- (5)4 =0.9= b= 104"
or N ~
P(€<101/4"):09:>P(L<9):09
0 — ’ 101/4n — ’
Therefore, 0, = 101% = léi(/lin-
c) MME:
4 1 © -
wy = E[X] = -0, my = — X;=X
3 n =
Wy =my = 0 = ZX
Check the unbiasedness of MME:
~ 3 - 3 .- 3 4



hence, 0 is an unbiased estimator.
d) One way to check the consistency of an estimator is to check the limits of its MSE,
it goes to zero, then the estimator is consistent. We have,

MSE(#) = Var(0) + Bias(0)
- 9 462  6?

9
16V X +0= 61 =5

then,
~ 2

7
lim MSE(f) = lim — =0,
n—oo n—oo ON
and this proves the consistency of the MM estimator.
An easier way is X — E(X) by the WLLN, so 0.75X Eil 0.75E(X) =6.
e) The variance of a,0 should be less than the variance of any other unbiased estima-

tor, because we proved that the first one is the UMV UE. Also note that
471 —1 )2 47192 . 92
dn 7 (4n —1)2(4n —2)  4n(4n —2)’

Var(ang) = aiVar(X(l)) = (

-9
Var(0) = =

f) From part a) of Problem 6.44, we have

n n

L@z, ... x,) = er(ifi) = 4"0" I 1p.00) (1)) H:L‘[‘r’-

i=1 i=1

The indicator can be written as I(0 < 6 < z(1)), so L(f) > 0 on (0,z()], and
L(#) o< 0" is an increasing function on (0, z(1)). (Make a sketch of L(6).) Hence X(y) is
the MLE.

Alternatively, taking derivative with respect to 6 (without considering the indicator
function) from the likelihood function we have

n

C%L(le:l, o xy) = 4" (4n)ot ! ggpf’ >0

Therefore, the likelihood function is a increasing function of 6 on (0, z(1)]. Therefore Xy
is the MLE of 6.

Following the argument in part d), and recall the MSE of Xy from part d) of Problem
6.44, we have

lim MSE(X()) = lim Var(X()) + lim Bias(X(y))”

y 4Anb? L 02
_= m — =
nooo (4n — 1)2(4n — 2) | oo (4n — 1)2

0,

which shows that the MLE is also consistent.
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9.15. (Jan. 2018 Qual): Let Xji,..., X, be a random sample from the following

density function
2

F(z,0) = —%}, >0, 6>0.

— exp
——ex
Vab
Hint: note that ¥ ~ X3

a) Find the likelihood ratio test of size a € (0,1) for Hy : 0 = 6y vs. Ha : 0 # 6y

b) Use the likelihood ratio test obtained in part (a) to obtain a 100(1—«)% confidence
interval for 6. Justify your answer.

Solution: a) The likelihood function is given as

£(0) = T[ 0 H rexp{——}=2"<we>—“/2exp{——zi=;Xi )

and it is easy to show that the MLE of  is h= 221 1 X
Then the likelihood ratio test statistic for Hy : 9 = 90 vs. Hyq: 0 # 0, is given by

v = H00) 2" ()% exp{— gy (2 s XZ?)"/Q . {@ Dy XE}
L) 20(nf) /2 exp{— 72?:(31 %y nfo 2 &

Zzl 7,

Now let z = . Then the likelihood statistic A above can be written as g(x) =

(%)n/2 exp{"zm}, x > 0. It can be shown that the g(z) is a concave down (lim, o+ g(z) =
lim, . g(z) = 0), and takes its maximum at = = n with maximum value g(n) = 1. That
is, g(z) is increasing on (0,n] and decreasing on [n,oc0]. Then, the test reject Hy if
A(x) < ¢, if and only if x < ¢; or & > ¢9, where 0 < ¢; < n < ¢ are constants satisfying

g(c1) = g(ea) = ¢, such that

25" X2 25" X2
a=Py(r<cor x>c) :Pgo(% < ¢ or % > o)
0 0
which is equivalent to
25" X2
azl—P90(01< %<Cg)
0

23" X2
Under Hy : 0 = 0y, we have % ~ X2. So we choose ¢; = X?m—a/z and ¢y = XELQ/T

b) The acceptance region for the likelihood ratio test of size a for Hy : 8 = 6 is given
as

A(eo) = {(Xl, ,Xn) < ZZQOIX Cg}

By inverting the region, the 100(1 — «)% confidence region of 6 is given {6 > 0 :
(X1,...,X,) € A(#)} which can be written as follows

25" X2 25" O XZ2 2§ X2
{9>0;01<£<02}: Zz:l z’ Zz:l i
9 C2 C1

7



