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é 1) The table below shows simulation results for bootstrapping OLS (reg) and lasso "\
and ridge regression (RR) with 10-fold CV when 8 = (1,1,0,0)T. The S; columns give
coverage = the proportion of CIs that contained £; and the average length of the CI. The
test is for Ho : (83, 84)T = 0 and Hy is true. The “coverage” is the proportion of times
the prediction region method bootstrap-test failed to reject Hy. OLS used 1000 runs
while 100 runs were used for lasso and ridge regression. Since 100 runs were used, a cov
in [0.89, 1] is reasonable for a nominal value of 0.95. If the coverage for both methods
> 0.89, the method with the shorter average CI length was more precise. (If one method
had coverage > 0.89 and the other had coverage < 0.89, we will say the method with
coverage > 0.89 was more precise.) The results for the lasso test were omitted since
sometimes ST was singular. (Lengths for the test column are not comparable unless the
statistics have the same asymptotic distribution.)

ard R
Table 1: Bootstrapping lasso, n = 100,% = 0.9,p = 4, B = 250

B B2 B3 Ba  test
reg cov | 0.942 0.951 0.949 0.943 0.943
len | 0.658 5.447 5.444 5.438 2.490 0(/ 0
RR cov| 097 0.02 0.11 &883 0.05
len | 0.681 0.329 0.334 0.334 2.546
reg cov | 0.947 0.955 0.950 0.951 0.952
len | 0.658 5.511 5.497 5.500 2.491
lasso cov | 0.93 091 0.92 0.99
len | 0.698 3.765 3.922 3.803

a) For 5 and 34 which method, ridge regression or the OLS full model, was better?

b) For (5 and 34 which method, lasso or the OLS full model, was more precise?
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